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Nadia S. Zaboura

Schone neue Stimmen
oder: Sprechen Sprachassistenten im Schilaf?

Wenn sie nicht bereits existieren wirde, man musste sie erfinden. So universell, so
praktisch, so responsiv ist sie. Sie umgibt den Menschen vom ersten bis zum letzten
Atemzug. Die Rede ist von der Stimme.

Wer die Stimme erhebt und das Wort ergreift, bezieht immer auch Stellung zur und
in der Welt, wird zum aktiv Gestaltenden im intersubjektiven Sprachspiel. Und so ist
die Stimme ein geniales Verortungs-Instrument in einer multidimensionalen sozia-
len Matrix.

Eine Auseinandersetzung mit der Stimme schenkt uns deshalb einen Blick auf unser
Selbst, auf das, was wir Menschlichkeit nennen. Menschlichkeit heifSt dabei auch,
dass wir als Hérende sofort erkennen, ob eine Stimme naturlich oder synthetisch
ist. Zumindest bis jetzt.

Denn kunstlich erzeugte Stimmen sind aus der Informationsgesellschaft nicht mehr
wegzudenken. Ob Navigationsgerate oder Sprachassistenzen: Mit dem Einzug digi-
taler Audio-Anwendungen ist die Stimme nicht mehr einmalig, nicht mehr einzigar-
tig. Das Bild von der Stimme als ,individuellem auditiven Fingerabdruck” wankt -
und eréffnet ein neues Feld voller Forschungsfragen.

Da waren allgemeine Fragestellungen: Welche Ruckkopplungseffekte l6sen arti-
fizielle Stimmen auf das menschliche Selbstverstandnis aus? Wie verandert sich
die Wahrnehmung von Leiblichkeit in Gegenwart synthetischer Stimmen und wel-
che Auswirkungen hat dies auf die Konstruktion von Wirklichkeit? Werden in tech-
nisch-medial konstruierten Stimmen kulturtbergreifende und intersektionale Aspek-
te bedacht, berlcksichtigt, integriert? Und auch: (Wie) kann eine gleichberechtigte,
historische Vorurteile und Machtstrukturen hinter sich lassende Mensch-Maschi-
ne-Kommunikation gelingen?

Und da waren spezifische Fragestellungen, die sich bereits aus der aktuellen Pra-
xis ergeben: Kann es ,neutrale” mediatisierte Stimmen geben? Weshalb geben
Sprach-Assistent*innen kaum Widerworte? Welche Resonanz lésen synthetische
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Stimm-Klone aus? Und wie wird in nicht-westlichen, globalen Kontexten Uber tech-
nisch-mediale Stimmen diskutiert?

Angesichts der Vielzahl und Tragweite der Fragen wird deutlich: ,Mediale Stimmen*
sind ein komplexes, zeitgemaRes und faszinierendes Forschungsfeld. Einen inter-
disziplinaren Blick aus verschiedenen Perspektiven ermdglichen die Wissenschaft-
lerinnen und Wissenschaftler in diesem Band. Mit neuen Beitragen vermessen sie
den aktuellen Forschungsstand, leuchten Herausforderungen aus und formulieren
relevante Fragestellungen fir die Zukunft.

Und vielleicht findet sich in nicht allzu ferner Zukunft eine Antwort darauf, ob
Sprachassistenten auch im Schlaf sprechen oder - um es mit Kleist zu sagen -
ihre Gedanken kunftig allmahlich beim Sprechen verfertigen. Eben so, wie es der
Mensch tut.



Marcus Erbe, Aycha Riffi, Wolfgang Zielinski

Einleitung

Ist die menschliche Stimme einzigartig und unverwechselbar? Der Schauspieler
und Synchronsprecher Oliver Rohrbeck verkorpert bereits seit 1979 die Figur des
Justus Jonas in der Horspielserie Die drei ???. Der damals Dreizehnjahrige steht
noch heute regelméagig mit Andreas Frohlich (,Bob Andrews“) und Jens Wawrczeck
(,Peter Shaw") vor dem Studiomikrofon, um neue Abenteuer einzusprechen. Seit
2004 feiern die drei auch mit Live-Events grof3e Erfolge. Die Ton-Bild-Schere - die
von ihnen verkdrperten Figuren sind in all den Jahren nicht mitgealtert - macht da-
bei den besonderen Charme der Veranstaltungen aus. Interessanter aber ist, dass
die Stimmen in den Horspielen noch heute funktionieren - fur Neueinsteiger*innen
ebenso wie flr nostalgietrunkene Horspielfans, die sie seit Jahrzehnten begleiten.
Indes scheint bei einer nicht minder popularen Serie das Phanomen alternder Stim-
men der narrativen Kontinuitat im Weg gestanden zu haben. Als es fur eine Folge
von The Mandalorian (USA 2019ff.) den jungen Luke Skywalker wiederzubeleben
galt, musste dessen Originaldarsteller Mark Hamill nicht nur duRerlich, sondern
auch vokal verjungt werden. Um den fraglichen Star Wars-Charakter im benétigten
Alter moglichst glaubwurdig auftreten lassen zu kdnnen, bedienten sich die Produ-
zent*innen einer Kombination aus ,falschem’ Korper, facialer Deepfake-Software
und dem Sprachsyntheseprogramm Respeecher. Digitale Abbilder eines rund 40
Jahre jlingeren Hamill wurden aus Archivaufnahmen seines Gesichts wie seiner
Stimme gewonnen und mit der Mimik und Gestik des Schauspielers Max Lloyd-
Jones technisch verflochten. Wenngleich derartige Kombinationen filmhistorisch
betrachtet kein grundsatzliches Novum darstellen (z.B. resultieren auch der Korper,
das Gesicht und die Stimme Darth Vaders in der zeitlich ersten Star Wars-Trilogie
1977-83 aus der Vermischung mehrerer individueller Performanzen), so verweist
diese Anekdote auf das Moment der zunehmenden Perfektionierung artifizieller
Identitatskonstruktionen mittels digitaler Werkzeuge.

Seit Beginn der Tonaufzeichnung geht es nicht nur darum, individuelle Stimmen zu
konservieren und zu reproduzieren, sondern auch zu modifizieren, unseren Erwartun-
gen und Bedurfnissen anzupassen und zu modellieren. Die Moglichkeit, durch Ver-
anderung der personlichen Stimme andere Identitaten annehmen zu kénnen, passt
in die Welt der anonymisierten Online-Kommunikation. DeepDubs kdnnten zuklnftig
Synchronisationsarbeit automatisieren, Sprachassistenzen vielleicht in unserem
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bevorzugten Dialekt oder mit der Stimme unserer Lieblingsprotagonist*innen mit uns
kommunizieren. Wir stehen noch ganz am Anfang einer durch kunstliche Intelligenz
und Algorithmen sich grundlegend verandernden stimmlichen Kommunikation.

Die vorliegende Publikation ist aus dem Forschungsprojekt Kulturelle Implikatio-
nen medial konstruierter Stimmen hervorgegangen, das wir als Teil des Grimme-
Forschungskollegs an der Universitat zu Kéln 2020 durchfiihrten. Ziel dieses Pro-
jekts war die Untersuchung medial zirkulierender Stimmentwdrfe unter der leitenden
Fragestellung, welche Sozialvorstellungen - z.B. von Angemessenheit, Autoritat und
Handlungsmacht - medial konstruierten Vokalitdten zugrunde liegen bzw. sich in
ihnen ausdricken. Seit der Einfihrung stimmbasierter Navigationsgerate um das
Jahr 2000 ist es zunehmend selbstverstandlich geworden, dass digitale Apparate
sich anhand menschlich klingender Stimmen mitteilen. Zwar datieren die Anfange
der elektronischen Stimmsynthese in die spaten 1930er-Jahre. Dennoch war es vor
der allgemeinen Verfligbarkeit ,sprechender Navis, Computer und Smartphones
hauptsachlich das Privileg phantastischer Filme, Horspiele und Fernsehserien, den
Mediennutzer*innen eine Vorstellung von der Beschaffenheit kiinstlicher Stimmen
zu vermitteln. Doch so wenig medial konstruierte Stimmen in fiktionalen Kontexten
neutral sein kdnnen, so wenig neutral prasentieren sich die Stimmen rezenter Appli-
kationen und Betriebssysteme. Dies zeigt sich etwa in der aktuell gefuhrten Debatte
um den inharenten Sexismus bei Sprachassistenzsystemen wie Alexa, Siri und Cor-
tana. Indes mangelt es an Untersuchungen, die zugleich theoretische, medienprak-
tische und kulturtbergreifende Gesichtspunkte vokaler Designs berlcksichtigen,
und zwar nicht nur im Hinblick auf IT-Erzeugnisse, sondern die Medienproduktion
ganz allgemein.

Bereits in der Planungsphase war uns sehr daran gelegen, Akteur*innen aus Wis-
senschaft, Kunst, medienpadagogischer Praxis und Produktentwicklung in einen
Dialog uber die Spezifika heutiger wie friherer Stimmtechnologien zu bringen. Als
projektinterner Hohepunkt erwies sich somit ein am 4. August 2020 abgehaltener
digitaler Workshop, an dem sich Vertreter*innen aus Computerlinguistik, Musikwis-
senschaft, Theaterwissenschaft, Filmwissenschaft und Voice-Design gemeinsam
mit Rundfunkredakteur*innen, Medienautor*innen, Schauspieler*innen und Kom-
munikationsberater*innen beteiligten. Diskutiert wurde Uber die Stimme als Kultur-
phanomen, ihre Gestaltung im Kontext von Bewegtbildmedien, die Signifikanz ,kor-
perloser’ Stimmen im Radio, die Stimme in der Mensch-Computer-Interaktion sowie
Uber technische oder technisierte Stimmen in Musik, Theater und Performance-
kunst. Einigen unserer damaligen Gaste war es erfreulicherweise méglich, ihre Uber-
legungen aus dem Workshop schriftlich weiter auszuarbeiten und in diesem Buch
niederzulegen. Andere gewahrten uns in eigens gefuhrten und hier abgedruckten
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Interviews wichtige Einblicke insbesondere in die Arbeitsablaufe und Herausforde-
rungen stimmbasierter Tatigkeitsfelder. Des Weiteren konnten wir - nicht zuletzt im
Sinne einer internationalen Perspektivierung des behandelten Gegenstandes - Au-
tor*innen aus Brasilien, den Niederlanden, Sudafrika und den USA hinzugewinnen.
Da es mit den Voice Studies inzwischen einen globalen Forschungszweig gibt, der
stimmlichen Phanomenen in den Kinsten, Medien sowie der Alltagskommunikation
nachgeht und dessen Diskurs vornehmlich auf Englisch geflhrt wird (siehe exem-
plarisch Neumark et al. 2010; Young 2015; Pettman 2017; Cox 2018; Friihholz &
Belin 2018; Eidsheim & Meizel 2019; Meizel 2020), haben wir uns bewusst gegen
eine Ubersetzung der englischsprachig eingereichten Texte entschieden. Lediglich
die Abstracts wurden ins Deutsche Ubertragen, um moglichst allen Leser*innen
eine schnelle Orientierung Uber die jeweiligen Inhalte offerieren zu kdnnen.

Wenngleich die einzelnen Beitrage in vielerlei Hinsicht Berihrungspunkte aufweisen
und Uberwiegend interdependente Aspekte behandeln, ist der Band aus Griinden
der Ubersichtlichkeit in vier GroRabschnitte gegliedert. Im ersten Teil Stimmfor-
schung heute widmet sich Katherine Meizel gleich einem ganzen Biindel soziokultu-
reller Faktoren, die es beim Einsatz aktueller Stimmtechnologien mitzudenken gilt.
Vor allem geht sie der Frage nach, wie die gesellschaftlichen Machtverhaltnisse,
in denen Stimmen erklingen, durch Technik nicht nur gespiegelt werden, sondern
sich ebenfalls auf technologischem Wege - zum Guten wie zum Schlechten - ver-
andern lassen. Dieser Umstand wird am Beispiel menschlich wirkender Sprachas-
sistenzprodukte und ihrem Verhaltnis zu den teilweise dahinter stehenden realen
Sprecher*innen sowie anhand der digitalen Hervorbringung, Bearbeitung und des
Verkaufs von Singstimmen expliziert. Zusatzlich bespricht Meizel die Probleme
und Chancen sprachlicher und stimmlicher Partizipation wahrend der COVID-19-
Krise unter Berucksichtigung neuester Entwicklungen im Bereich der medizinisch-
therapeutischen Stimmdiagnostik. lhre Analyse digital erzeugter, Ubertragener,
archivierter und veranderter Stimmen im Spannungsfeld zwischen vokaler Individu-
alitat und kollektiver Technisierung markiert wichtige Themengebiete einer zeitge-
mafden Beschéaftigung mit stimmlichen Phadnomenen. Im Mittelpunkt des Beitrags
von Lilian Campesato und Fernando lazzetta steht die Verbildlichung der Stimme.
Dabei wird nicht nur Gber die Bildhaftigkeit stimmlicher Aktionen, sondern tber das
imaginative Potenzial von Horinhalten insgesamt nachgedacht. Ausgehend vom Re-
sonanzphanomen, also dem Vorgang des Mitschwingens, der hier sowohl in einem
physikalisch-akustischen als auch kulturtheoretischen Sinne verstanden wird, ana-
lysieren die Autor*innen drei Fallbeispiele aus den Bereichen der bildenden Kunst,
der Popmusik und des Geisterglaubens. Unter zusatzlicher Beachtung aktueller
Forschungsdiskurse aus Philosophie, Anthropologie, Kognitionswissenschaft und
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Sound Studies gelangen sie zu der Einsicht, dass die Momente der Hervorbringung,
Reprasentation, Wahrnehmung und Bewertung stimmlicher Laute stets miteinander
verkoppelt sind und sich auf materieller wie auf affektiver Ebene stéandig wechsel-
seitig beeinflussen.

Den Abschnitt Kinstliche Stimmen erdffnet Marc Bohlen mit einer umfassenden
Untersuchung der Sprachsynthese. Aus seinem Text geht hervor, wie historische
Versuche der Nachbildung menschlicher Stimmen und damit verbundene Vorstel-
lungen von einer quasi perfekten Imitation menschlicher Eigenschaften entspre-
chende Vorhaben auch heute noch pragen. Gegenwartige Manifestationen synthe-
tisch erzeugter Stimmen und ihrer sprachlichen Auferungen versteht er folglich
als alte neue Technologie, die im Unterschied zu ihren frihen Auspragungen aber
nicht mehr nur in isolierten Kontexten vorkommt, sondern den Alltag durchdringt.
Mit der zunehmenden Ununterscheidbarkeit von realen und digital generierten
Stimmen ergeben sich nicht zuletzt in alltdglichen Nutzungssituationen Mdoglich-
keiten der Tauschung und des Missbrauchs. Dies stellt neue Herausforderungen
an den Erwerb und die Vermittlung von Medienkompetenz. Auch Christine Bauer
und Johanna Devaney werfen einen kritischen Blick auf die sozialen Effekte ubi-
quitarer Stimmtechnologien. Beginnend mit der Frage, wie Geschlechtsidentitaten
durch den Einsatz synthetischer Stimmen konstruiert werden und wer auf welche
Weise daran mitwirkt, stellen sie mannigfaltige Verbindungen zwischen Verkdrpe-
rungsstrategien und Genderkonzepten bei Sprachassistenzsystemen sowie der di-
gitalen Bearbeitung bzw. Erzeugung von Singstimmen her. Dabei erweist es sich,
dass die aktuelle Stimmforschung einer intersektionalen Perspektive bedarf, um
die Zusammenhange zwischen Formen von Vokalitat und sich tGberschneidenden
Faktoren wie Gender, Lebensalter, Korperbild, soziale Stellung oder Ethnizitat - ins-
besondere vor dem Hintergrund von Diskriminierungsvorgangen - besser verstehen
zu kdnnen. Zwei Gesprache mit Praktikerinnen aus der Voice-Branche komplettie-
ren das Themenfeld Klinstliche Stimmen. Aus der Sicht einer Computerlinguistin,
die an der Entwicklung intuitiv handhabbarer Assistenzsysteme arbeitet, berichtet
Laura Dreessen von den aktuellen Anforderungen an die stimmlich gebundene
Mensch-Maschine-Interaktion. Gesichtspunkte wie die technische Realisierbarkeit
nonverbaler Kommunikation und der Datenschutz kommen ebenso zur Sprache wie
das gendersensible Design der Assistenzcharaktere und das Manipulationspoten-
zial Kl-basierter Systeme. Stefanie Ray war im Auftrag von Amazon als Autorin fur die
Personlichkeit der deutschsprachigen Alexa mitverantwortlich. Sie gewahrt seltene
Einsichten in den Designprozess und erldutert unter anderem, wie sich die Loka-
lisierung dieser originar US-amerikanischen Assistenzsoftware vollzog, auf welche
Weise ein Sprachroboter eine eigene ldentitat vorgaukeln kann und wie das natio-
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nale Entwickler*innenteam mit Alexas stimmlich und sprachlich bereits vorgezeich-
neter Genderkodierung umging. Beide Interviews markieren eine aufschlussreiche
Erganzung (teilweise sogar ein inhaltliches Gegengewicht) zu den Beitragen, die
sich rein wissenschaftlich mit der Gestaltung und den Kommunikationseffekten von
Sprachassistenzsystemen befassen.

Der Teil Kiinstlerische Stimmen adressiert vokale Praktiken im Film, in der Popmusik
und im Gegenwartstheater. Oksana Bulgakowa beschaftigt sich mit der audiovisu-
ellen Konstruiertheit filmischer Stimmen. Unter besonderer Beriicksichtigung des
Aspekts einer Trennung von Stimme und Kdrper - sowohl im Sinne der technischen
Aufspaltung als auch narrativ hinsichtlich der Reprasentation gespaltener Person-
lichkeiten - vergleicht sie nordamerikanische, russische, franzdsische und deut-
sche Produktionen. Auf die zeitgendssisch empfundene Artifizialitat audiotechnisch
fixierter Stimmen wird ebenso eingegangen wie auf friihe Synchronisationsverfah-
ren und die damit verknipften Problemfelder der schauspielerischen ldentitat und
Authentizitat. Zudem gelingt es Bulgakowa, einzelne Facetten der Filmstimme im
Kontext vorgangiger literarischer und musikalischer Traditionen neu zu deuten. Mal-
te Kobels Aufsatz Uber die vokalen Experimente von Kate Bush demonstriert, dass
technisch transformierte Stimmen im Bereich der Popmusik Konzepte von Identitat
und Authentizitat ebenfalls ins Wanken bringen kénnen. Indem sich Bush die in
den 1980er Jahren noch junge Sampling-Technologie rasch aneignete, vermochte
sie ihre Singstimme zum Ausgangspunkt mannigfaltiger musikalischer Verwandlun-
gen werden zu lassen. In Erweiterung der damals bestehenden Overdub-Verfahren
kam es zu akustischen Neuschopfungen, welche die gewohnten Produktions- und
Rezeptionsweisen musikalisch dargebotener Stimmen nachhaltig veranderten. Ko-
bel nimmt dies zum Anlass, gangige Auffassungen stimmlich-kérperlicher Individu-
alitat kritisch zu hinterfragen, weil Bushs vokale Praktiken im Zusammenspiel von
Performativitat, Reproduktion und klanglicher Transformation weitaus mehr als nur
den Sound ,ihrer* Stimme hoérbar machen. Im anschlieBenden Interview mit Doris
Kolesch geht es schwerpunktmafgig um die Rolle der Stimme und des Korpers in
Theaterprojekten der letzten Jahre. Neben der Frage, wie der Einsatz digitaler Mittel
und speziell die kunstliche Intelligenz das Theater und die Performancekunst beein-
flussten, wird dartber gesprochen, welche Auswirkungen die COVID-19-Pandemie
auf die inszenatorische Praxis bisher gehabt hat und wie sich die Partizipationsmog-
lichkeiten des Publikums heutzutage gestalten.

Nachdem bislang mehrheitlich neuere Medientechnologien in ihrem Bezug zur Stim-
me analysiert wurden, schlieRt das Buch unter der Uberschrift Radio-Stimmen mit
der Betrachtung eines gleichsam bestandigen Mediums, jedoch ohne die Effekte
digitaler Werkzeuge auf den Rundfunk zu Ubersehen. Zunachst gehen Dumisani
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Moyo und Kundai Moyo detailliert auf die sozialen und politischen Dimensionen des
Radios in afrikanischen Gesellschaften ein. Sie erldutern, wie es sich von einem
Mittel der Unterdriickung zum Medium der Artikulation von Freiheits- und Unabhan-
gigkeitsbestrebungen entwickelte. In diesem Zuge wird deutlich, dass in weithin
landlich gepragten Regionen mit niedrigem Alphabetisierungsgrad die stimmlich
vermittelte Kommunikation einen besonderen Stellenwert geniet und folglich das
Radio als eine Art Leitmedium verstanden werden kann. Die persoénliche Dimension
der direkten Ansprache von Hoérer*innen nebst ihrer Einbeziehung ins Programm
sehen die Autor*innen durch algorithmische Prozesse teilweise gefahrdet. Sie pla-
dieren daher fur einen ethisch verantwortungsvollen Einsatz kiinstlicher Intelligenz,
und zwar auch, weil die Kombination aus immer besser werdenden Stimmnach-
bildungen und den Reichweiten des Rundfunks fir Desinformationskampagnen
gerade in solchen Staaten Verwendung finden kénnte, deren Regierungen schon
jetzt durch den zunehmenden Import von Uberwachungstechnologie ihre Macht zu
verstetigen suchen. Bis zu welchem Grad klnstliche Stimmen bereits heute das
Klangbild deutscher Radiosender pragen, erklart die Moderatorin und Chefredak-
teurin Colleen Sanders. Aus dem Interview mit ihr geht hervor, dass Emotionalitat
und Stimme im Rundfunkalltag ganz eng miteinander verwoben sind und dass Mo-
derator*innen, die der Horerschaft aufgrund ihres Stimmklangs vertraut sind, vom
Publikum auch als real prasente Personen auferhalb des Studios erlebt werden
wollen. Welche Erwartungen dartber hinaus an stimmliche Timbres und Sprech-
weisen herangetragen werden, zeigt sich bei den Themen Werbung, Sexismus und
Diversitat.

Einige Aspekte medialer Stimmentwurfe konnten in der Kiirze der Zeit - das For-
schungsprojekt war auf ein Jahr begrenzt - nur angerissen werden, andere mussten
wir ganz ausklammern. Insbesondere der aktuell angesichts global operierender
Streamingdienste an Bedeutung gewinnenden Diskussion um automatisierte Syn-
chronisationstechniken hatten wir uns gern bereits an dieser Stelle gewidmet, wer-
den dies aber sicherlich in anderen Kontexten tun. Das Forschungsprojekt war eine
Zusammenarbeit des Musikwissenschaftlichen Instituts der Universitat zu Kéln mit
der Grimme-Akademie und der Grimme Medienbildung. Es wéare - wie auch der vor-
liegende Band 7 der Schriftenreihe Digitale Gesellschaft NRW - ohne die Foérderung
des Grimme-Forschungskollegs an der Universitat zu Kéln nicht moglich gewesen.
Dafir danken wir herzlich. Unser besonderer Dank gilt den beteiligten Autor*innen
und Interviewpartnerinnen sowie Judith Kirberger, Katharina Makosch und Elisa-
beth Turowski fir ihre Mitarbeit und Unterstitzung.
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Katherine Meizel

Voice and the Selfs of Technology

Abstract: Weil menschliche Stimmen sowohl in den menschlichen Kérper als auch
in die sozialen Rahmenbedingungen eingebettet sind, in denen sie erklingen,
werden externe Stimmtechnologien haufig mit dem Posthumanen in Verbindung
gebracht. Derlei Technologien kénnen jedoch nicht nur die Mdglichkeiten des or-
ganischen, menschlichen Klangs Ubersteigen; sie kbnnen sie auch erweitern. Der
folgende Beitrag liefert einen Uberblick (iber Teile der aktuellen technologiebezoge-
nen Stimmforschung. Menschliche Stimmen wurden immer auch als Technologien
des Selbst untersucht. Sie inspirierten die Erfindung kunstlicher Stimmen lange vor
dem Aufkommen digitaler Technologien. Sie waren Ausgangspunkt fir die Hybrid-
oder Cyborg-Stimmen, die heute mehrere Bereiche des Alltagslebens durchdringen.
Sie werden als so wichtig fir die Kommunikation erachtet, dass der Drang besteht,
verlorene oder fehlende Stimmen zu ersetzen. Von verdnderten bis zu kunstlichen
Stimmen, von Stimmbibliotheken bis zu Stimmdatenbanken mdchte sich dieser Bei-
trag insbesondere auf das Verhéltnis von Stimmtechnologien zu Vorstellungen und
Praktiken von Identitat, Fertigkeit und kérperlicher Einschrénkung konzentrieren.
Obwohl Musik dabei nicht das Hauptthema sein wird, spielt sie eine wichtige Rolle
bei der Diskussion von Stimmen, die an Sampling-Bibliotheken verkauft werden,
kunstlichen Singstimmen und Stimmen von Menschen mit Behinderung im Kontext
populérer Musik.

Abstract: In part because human voices are embedded in both human bodies and
the social frameworks in which they sound, external voice technologies are often
associated with the posthuman. But such technologies can not only exceed the
capabilities of organic, sonic humanity; they can also amplify them. This article
will provide an overview of some current voice research related to technology.
Human voices have been investigated as technologies of the self; they have, since
long before the advent of digital technology, inspired the invention of artificial
voices; they have served as foundational to the hybrid or cyborg voices that now
pervade multiple aspects of daily life; they have been considered so essential to
communication that lost or absent voices demand replacement. From altered
voices to artificial voices, from voice libraries to voice banks, the article will focus
particularly on the relationship of voice technologies to ideas and practices of
identity, ability, and disability. Though music will not be the primary topic of the
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article, it features prominently in discussions of voices sold to sampling libraries,
artificial singing voices, and disabled voices in popular music.

1 Posthuman Voices

Late in his life, Michel Foucault famously identified four types of epistemological
technology through which humans learn about themselves, and through which
power structures are produced: 1) technologies of production, 2) technologies of
sign systems, 3) technologies of power, and 4) technologies of the self. The latter,
he wrote, “permit individuals to effect by their own means or with the help of others
a certain number of operations on their own bodies and souls, thoughts, conduct,
and way of being, so as to transform themselves in order to attain a certain state
of happiness, purity, wisdom, perfection, or immortality” (Foucault 1988, p. 18).
Musicologist Nina Sun Eidsheim has positioned voices, vocalities, vocal pedagogies,
and the act of listening to voices within such a framework (Eidsheim 2008), and
as Annette Schlichter notes in response to Eidsheim, this perspective requires
the study of “mediation and modulation of the voice through sound technologies”
(Schlichter 2011, p. 44). Eidsheim herself has examined the construction of race in
the voice synthesis application Vocaloid (Eidsheim 2009), and as voice synthesis
continues to grow in cultural presence and significance, it is important to reexamine
the ways technology can mirror or change the power structures in which voices are
sounded and heard.

In part because human voices are embedded in both human bodies and human social
frameworks, external voice technologies are often associated with the posthuman.
But the concepts of “posthuman” and “posthumanism” have been assigned multiple,
competing meanings, as Cary Wolfe details in What Is Posthumanism? It has been
associated with what comes after humanism, and with the idea of abandoning or
transcending embodiment. Wolfe’'s own definition of posthumanism involves both
the before and after spaces of humanism:

before in the sense that it names the embodiment and embeddedness of
the human being in not just its biological but also its technological world,
the prosthetic coevolution of the human animal with the technicity of tools
and external archival mechanisms [...] [but] it comes after in the sense that
posthumanism names a historical moment in which the decentering of the
human by its imbrication in technical, medical, informatic, and economic
networks is increasingly impossible to ignore. (Wolfe 2010, p. xv)
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| suggest that this understanding is key in the study of voice and technology - as is
the related idea that technologies can not only transcend the capabilities of organic,
sonic humanity, but also amplify them. This article will survey recent voice research
related to technology. Human voices have been investigated as technologies of the
self (Eidsheim 2008); they have, since long before the advent of digital technology,
inspired the invention of artificial voices; they have served as foundational to the
hybrid or cyborg voices that now suffuse multiple aspects of daily life; they have been
considered so essential to communication that lost or absent sonic voices demand
replacement. From altered voices to artificial voices, from voice libraries to voice
banks, the article will focus particularly on the relationship of voice technologies to
ideas and practices of identity.

2 Voice Assistants

The increasing popularity and ubiquity of voice assistants and similar Al demands
a reevaluation of the relationship between voices and bodies. Some Al voices are
drawn from modified recorded human speech and song, while others are fabricated
whole-cloth through acoustic design. But whether or not a human body (or group of
bodies) initially produced the sound, people attach bodies to the voices they hear -
and, as Eidsheim writes, produce those bodies through listening practices rooted
in systems of power (Eidsheim 2015). Al voices are not exactly acousmatic. We can
see that Alexa’s voice emanates from a squat cylinder or spherical speaker, or Siri’s
from a rectangular smartphone whose weight we feel in our hand. But those are
not the bodies we build for the voices in our minds. Those voices sound human
and feminine, or rather, to an extent, we listen to them as if they were human and
feminine, as we insist that they do our bidding. But they are somehow at once
human and not-human, a cyborg concoction of voice that has been disembodied
and reembodied in the machine. And yet these voices are becoming part of millions
of lives, establishing a kind of relationship, at least, largely due to the significance
placed on voice in human communication. As Julie Carpenter explains, we “know
that voice is a cue for our relationship with an Other - even a technological one”
(Carpenter 2019, p. 58).

Siri’s original sound was built on the voice of actor Susan Bennett. Bennett did not
know how her work would be used, or for what technology, when she recorded hours
of speech to be mined for vowels, consonants, and syllables (Ravitz 2013). The
default vocal sound for most of these devices is coded as feminine, though other
voices can be accessed or downloaded (for example, “Alexa” may become “Samuel,”
using actor Samuel L. Jackson’s voice). But in 2014, a team at Vice Network’s
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design branch Virtue developed a voice under the name Q, which they describe
as “nonbinary,” with the idea of allowing Al voices to represent the spectrum of
gender identity more fully. As Julie Carpenter, a research consultant for the project,
recounts, project lead Emil Asmussen was inspired by a talk about hidden bias in
artificial intelligence, and thought, “The world is increasingly acknowledging [many]
gender options; why are there still only two options in Al? Al is born genderless
so it seems stagnant that there’s not a genderless option” (Carpenter 2019, p.
58). Carpenter argues that because the designers of persona-driven Al - home
assistants, GPS, telephone voice systems - understand how significant gender
cues are for consumers, and because the exclusion of identity groups in media
representation is experienced as a kind of erasure, designers have a responsibility to
be inclusive of a spectrum of gender identities (Carpenter 2019). She writes that the
design process included the recording of six speakers identifying as “male, female,
transgender, and nonbinary” (though it should be noted that these identities can
overlap - “transgender” identities can include binary male and female as well as
nonbinary identities), combined them, manipulated pitch and timbre, and applied a
formant filter. Thousands of people were surveyed to “rate” different results, and the
team found that a particular pitch range helped to define the preferred voice heard
as nonbinary. In Project Q, a voice technology is working to subvert power structures
that privilege a binary gender framework both in the marketplace and in social roles.

3 Pandemic Voices and Ability

The global COVID-19 pandemic has changed many things - how people work,
how we communicate, how we establish and maintain community. But one of the
earliest and perhaps least anticipated changes has come in the way we relate to
voice. Some of the first pandemic-related footage to “go viral” in January 2020
featured Wuhan residents shouting “jiayou” (“add oil” in Cantonese, an expression
of encouragement like “stay strong”) out their high-rise windows, to raise morale
(Wang 2020). And as the virus hit Europe and the death toll there similarly drove
populations inside and away from each other, social and news media around the
world transmitted videos of chanting in Wuhan now intended to articulate solidarity
with those in Italy. Italians themselves chanted “andra tutto bene” (“everything will
be fine”), and videos showing them singing patriotic songs, distanced, from their
balconies filled Twitter (Kearney 2020) - people calling to each other, like parrots
separated from their flocks, to keep in contact, to keep up their spirits, raising voices
to remind each other that no one is alone.
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Shortly after these sounds and images spread, 53 members of a choir in Washington
State became ill with COVID-19, and two died. The March 10 rehearsal attended
by an unknowingly infected singer was later described as a “superspreader” event
(Hamner et al. 2020; Johnson 2020), and the Centers for Disease Control and
Prevention (CDC) in the U.S. briefly posted guidelines for faith communities that
included a warning recommending suspension of choral singing and a statement
that “the act of singing may contribute to transmission of COVID-19, possibly
through emission of aerosols.” After debate with the White House, where President
Trump’s administration did not recommend the interruption of in-person worship,
the CDC removed those statements. But choirs at schools and faith institutions
everywhere went online, members recording individually with their voices edited
together by enterprising directors. Screens with a patchwork of faces and shoulders,
microphones and headphones, have become standard, and though many are
pleased with the results, singers and conductors nevertheless lament the loss of
simultaneous sonic creation. Some have invented alternative modes of rehearsing
and performing while socially distanced. In early 2021, National Public Radio (NPR)
in the U.S. reported on “car concerts,” developed by voice instructor David Newman
at James Madison University in Virginia, which allow singers to sit separately in their
vehicles with wireless microphones, a mixer, and an FM transmitter (Kravinsky 2021
and Newman 2020), hearing each other’s voices simultaneously without the delay
inherent in Zoom gatherings.

It is fortunate that these technologies have been available to many during the
pandemic. Though they cannot replace the kind of in-person interaction and music
making that is widely preferred, they do make singing together accessible, and have
been serving such a purpose since long before COVID-19 turned singing upside down.
In 2017, | attended a virtual music festival co-organized by Kaeley Pruitt-Hamm,
one of the singers | interviewed for my book Multivocality. It was called BedFest,
and featured participants with chronic ilinesses - who had all recorded videos from
their beds. The festival organized dozens of entries submitted by musicians, visual
artists, and activists. BedFest was created based on the precedent of Bedstock, a
2016 virtual concert in which celebrity musicians performed from beds as a way of
supporting children with serious ilinesses, who would not be able to attend a concert
at a public site. But BedFest was something new in that it offered an online venue
to musicians who were themselves too ill to perform at a physical concert venue.
79 videos were posted on YouTube, from musicians in the U.S. and Puerto Rico,
the U.K., Canada, Australia, Spain, Germany, Norway, Sweden, and the Netherlands.
They mostly had been made by women, and spanned all age groups. The festival
began with a conference video call for over 100 participants, using BlueJeans Video

23



Stimmforschung heute

Communications, and the artists spoke about their entries and experiences. One
entry came from a UK group called Chronic Creatives Choir, whose artists’ page
at the festival described it as comprising seven singers, flute, and harmonica. The
ensemble’s bio reads:

We’re a choir made up of people with chronic illnesses (most of us have M.E.)
[Myalgic Encephalomyelitis]. Although we’re not well enough to join ordinary
choirs, we've been able to make music together long-distance. We each record
our parts at home separately, in some cases from bed. Some of us have to
record in short sessions due to the iliness, rather than doing the whole song
at once. | then combine all the parts on the computer.*

The 21 century emergence of internet communities focused on shared health
conditions has modified the experience of illness for many, so that it is often more
public - at varying levels - than private (Conrad et al. 2016). And the possibility of
listening ears, even digitally mediated as at BedFest, inspires community members
to use their material voices in an agentive way.

In 2021, virtual concerts are routine and expected, an example of a phenomenon
disability activists have noted: for years, disabled people have been denied work
and cultural access through technological accommodation, and the pandemic has
demonstrated that such accommodation was possible all the time. It remains to be
seen whether the accessibility provided to broader populations during the era of
COVID-19 will remain for disabled people when the virus becomes less of a threat.

While voices have been brought together through new technological devices or new
uses of older technologies, voice has also become the focus of research looking for
sonic indicators of COVID-19 infection. The diagnostic study of voice is not new in
itself - some illnesses, like Parkinson’s Disease, can impact voices in obvious ways
and have been the subject of many studies. But the invention of new technologies
to detect and model voiceprints of diseases and disorders - dementia, depression,
and more (Anthes 2020) - is accelerating. And in the early months of the COVID-19
pandemic, medical researchers and practitioners have noted many potential ways
to involve the smartphone, a widespread technology, in home health monitoring
for the virus. In addition to the development of voice-assistant apps for symptom
assessment and remote monitoring of temperature and lung function (Behar et al.
2020), the year 2020 saw the study of unique acoustic properties in the voices of
COVID-19 patients. The Vocalis Health Company (headquartered in Israel and the
U.S.), along with the Israeli Defense Fund and multiple academic groups, have been
collecting and analyzing the sounds of breathing patterns, coughs, and speech in
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people with and without COVID-19. Vocalis had already invented a smartphone app
to identify the sounds of obstructive pulmonary disease, and set out to develop a
similar tool for COVID-19 after the pandemic began (Anthes 2020). Though the study
must be supplemented with further investigation, the researchers write that the
results of their work so far “have demonstrated the feasibility and effectiveness of
audio-and-text-based COVID-19 analysis, specifically in predicting the health status
of patients” (Shimon et al. 2021, p. 1123).

Another project aimed at the identification of vocal biomarkers is the Voiceome
Study, created by NeuroLex CEO Jim Schwoebel. In his Indiegogo campaign page,
he explained that he was motivated to establish NeuroLex when his brother, after
years of symptoms, had a psychotic episode and was diagnosed with schizophrenia.
Schwoebel listened to voicemails his brother had left him in the years leading up to
his hospitalization and began to see them as a data set that might be analyzed for
vocal signs of disorder. Schwoebel wrote that his project

aims to commercialize a universal voice test to refer patients to specialists
faster. You can think of our company kind of like a Quest Diagnostics but
for speech tests in the cloud. In this way, patients like my brother could be
diagnosed and treated earlier, leading to better outcomes (e.g. lower duration
of untreated psychosis) and lower costs ($15k—$3-5k) through more informed
referrals (e.g. primary care physicians to psychiatrists).?

According to the Voiceome Study’s website in early 2021, the project aimed to
collect 10,000-100,000 samples of speech by December 1, 2020, to “create the
largest dataset in the world of voice data tied to health traits and publish our work
openly in peer-reviewed journals.” Though results have not been published yet, the
Voiceome project stands to demonstrate new potential uses of voice analysis in
many areas of health.

The Voiceome Study collects voice donations, and it is not the only project to do so.
The company VocaliD has built a voice “bank” from donated speech samples, which
it uses to develop prosthetic voices as assistive technology. According to VocaliD’s
origin story as told by their website, speech scientist Rupal Patel attended a
conference in assistive technology and noticed that hundreds of people, regardless
of age or gender identity, were using speech devices with the same voices, the only
ones available. “We wouldn’t dream of fitting a little girl with the prosthetic limb of
a grown man, why then was it okay to give her the same prosthetic voice as a grown
man?”, the site asks.* As explained in Patel’'s 2014 Ted Talk (Patel 2014), the voice
(speech) samples donated to the bank are modified acoustically and if necessary
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combined to tailor a digital voice for an individual client - one that matches the
client’s sense of identity. The digital voice acts as a prosthesis in the sense that it is
replacing something that may or may not have ever existed but is expected to exist,
in an ableist world that prioritizes spoken communication. Sara Jain has asked,
though, whether the voice that sounds from a throat might not also be considered
prosthetic, “a device (trained, disciplined, accented, and pitched through many
screens of personal, educational, and cultural intervention) through which agency
is established, communicated, asserted” (Jain 1999, p. 41). Jain cautions against
the overuse of the “prosthesis trope” in critical theory, reminding readers that
prostheses may not only carry the connotation of replacing something understood
as missing, but also reinforce the ideological imagination that something is missing
in the first place, thus disabling bodies and fulfilling their perceived need at the
same time.

VocaliD’s work also raises important questions about voice and what Jonathan
Sterne, after Jacques Derrida, calls the “metaphysics of presence,” in which voice is
taken as an indication of subjectivity, of uniqueness in the world. Sterne writes about
his own experience that challenges those ideas. Using a personal voice amplifier
(which he semi-affectionately calls “the dork-o-phone”) after developing vocal cord
paralysis following surgery, he recognizes that “my voice and its relationship to
my subjectivity vary day by day, and sometimes by the hour.” He continues: “If a
single subject like me has voices, how can there be a single ‘the voice’ to theorize?”
(Sterne 2019, p. 180). For Sterne, his vocal prosthesis complicates the social
model of disability, which has long been critiqued for neglecting the realities of
impairment. And the technology means that for him, each speech act “raises anew
the relationship between intent and expression, interiority and exteriority” (Sterne
2019, p. 187).

4 Voices in Music

In spite of the ubiquity of sonic and visual enhancements in popular music, it
remains a site of intense discourse about bodies, voices, and technologies.
Perhaps no vocal prosthesis has received more public analysis or critique than
Antares Audio Technologies’ Auto-Tune software. Since its release in 1997 as a
pitch-correction tool, it has sowed seeds of distrust among music consumers.
It is still used for its original purpose, particularly among men producers working
with women singers - Catherine Provenzano’s work has supported the idea that
women are disproportionately the targets of Auto-Tune for “cosmetic” or vocal
enhancement purposes, and are criticized for it whether or not such application is
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done with the artist’s consent. Provenzano argues that men who use Auto-Tune are
“afforded ‘artistic,” ‘creative,” and ‘emotional’ authenticity that Auto-Tuned female
voices are rarely given” (Provenzano 2019, p. 65). And Robin James has noted the
historically rooted positioning of both “femininity and technological progress as sites
of emasculation and passivization” (James 2008, p. 416). She also examines the
use of Auto-Tune by Black women artists, such as Rihanna, as part of a 215 century
Afro-Futurist aesthetic that serves as a way of “reverse-engineering the body, using
music to rewire the way whiteness and patriarchy are programmed into [Black
women’s] bodies and structures of feeling” (James 2008, p. 419). Auto-Tune and
other voice manipulation technologies also haunt the vocal soundtracks of science
fiction films. Cornelia Fales has written about the alienness of the modified Diva’s
voice in The Fifth Element (F 1997, D: Luc Besson), which produces sounds both
coded as human and as non- or perhaps post-human, as indicated by the sudden
onsets in rapidly sung melismas (Fales 2005). Similar sonic alterations feature in
A.R. Rahman’s soundtrack for the unprecedentedly expensive 2010 Tamil-language
Indian film Robot (Enthiran, 2010, D: S. Shankar).

Amid a trend that finds popular musicians donning prosthetic makeup and CGI in
temporary body modification both in and beyond music videos and staging - The
Weeknd, for example, in an elaborate series of appearances meant to suggest facial
surgery for cheek implants that he did not actually undergo (Nugent 2021) - some
artists are turning to narratives of even more extreme technological prosthesis. In
2014, T-Pain was part of a joke video on the tabloid television program Dish Nation
about developing an Auto-Tune implant, and in January 2019 Atlanta hip hop artist
Nessly claimed in a viral video that he had had the technology implanted in his arm,
seemingly showing it off and using it°. Antares even posted the video on its website.
Later in the year, the site NewLevelNews.net featured a story on digital media artist
Nicholas King (known as Nickels), who had also posted the video in January, and
attributed Nessly’s viral video to his work (Nickels (Nicholas King) is the Artist 2019).

It is becoming more common to combine attributes from multiple voices in sampling
libraries to synthesize a new, unique voice - but libraries built on a single human
voice still exist, marketed to professional and amateur composers who for various
reasons need to make demo recordings without hiring live singers. In 2013, my
friend Nichole Dechaine was hired to be the voice of such a sampling library, the
soprano in Soundiron’s choral-themed Voices of Rapture package. “l sold my
voice,” she told me a few months later (personal communication, 10 June 2013).
An in-demand singer and vocal instructor in California, Dr. Dechaine had signed a
contract that allowed the use of her voice in the software package, which provides
the building blocks of vocal music to composers. She recounted to me how she
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worked for three long days in a Bay Area recording studio singing through all twelve
keys and her entire range, producing sets of single pitches sung on vowels, melodic
phrases without text, and phrases sung or spoken in English, Latin, and French.
She improvised and sang pre-written phrases for hours at a time, exercising her
pianissimo and forte, vibrato, straight-tone, all the legato intervals between half
step and octave, chromatic scales, and whole-tone scales. Now, for $119, anyone
can essentially check out her voice from the sampling library - an acousmatic
voice detached from her performing body - and manipulate its 17,310 samples to
produce music that she’s never heard, let alone sung herself.

The producers at Soundiron separate their library from others like the widely used
voice synthesis software Vocaloid, explaining that their package features “true
legato” - the sampling of all those intervals Dr. Dechaine recorded leads to what
they hear as a smoother, more human sounding transition between pitches - rather
than the choppy onsets Fales (2005) identifies in her work on the Fifth Element Diva
as sonic indicators of the non-human. In contrast, because the voices packaged by
Vocaloid capitalize on, and in general do not disguise their origins in technological
alteration, transitions between phonemes, as well as onsets and offsets, may be
perceived as mechanical or robotic. Vocaloid allows users to plug a voice into any
lyrics, a function not offered by Voices of Rapture - so composers using the latter
write a lot of vocalizations on vowels, and use only words within the limitations of the
pre-packaged poetry Dr. Dechaine sang during her recording sessions.

In our first discussion about Voices of Rapture, Dr. Dechaine was anxious about the
use of some sounds that had been sampled without her knowledge. Soundiron’s
web page for Voices of Rapture: The Soprano features different tracks created by
thirteen composers.® In them, Dr. Dechaine is heard above digital piano or digital
orchestra, or in a multi-voiced choir of her layered voice. But one example featured
the sounds of her clearing her throat, singing in manipulated layers with an artificially
wobbly vibrato, whistling, and at the end, laughing. The first time she listened to the
sample compositions, she was surprised to hear not only her singing and speech,
but also these other incidental sounds: “That’s not something that | thought would
be included in the library,” she told me.

| thought it would just be the exercises that they asked for, and the improvi-
sations, minus, you know, where it was an obvious sort of outtake. In another
composition there’s a - a composer used an excerpt where I'm improvising,
and | had to clear my throat, | had phlegm, and so - my voice didn’t really
crack, but you can hear that there’s something, there’s a flaw, right? So | had
stopped in the recording and | thought, “oh, they’ll edit that out,” made an
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assumption, and no, and | guess the composer liked that sound or that quality
and he used it in the composition. So that was surprising. (Interview, 7 July
2013)

When | asked her whether she felt that those sounds were part of the voice, she
said, “No, | felt that was just me being a human.” And she thinks about the use of her
laugh as something even more personal than the sampling of her singing:

Because | think it reveals more of my personality - it's attached to my
personality, and to my own expression as a human and not as a singer, where
my voice, you know - | am attached to it, it is my identity, but I'm kind of
used to sharing it with others, and being paid to share it with others [laughs],
where | haven’t - I've never been paid to laugh [laughs] or to give that up for
someone to use in a way that | wasn’t expecting.

Later, she added that although she has a doctorate in vocal performance, “I haven’t
had any training in throat clearing.”

The development team behind Soundiron - Mike Peaslee, Gregg Stephens (editors
and recordists), and Chris Marshall (programmer) - consider the non-singing sounds
they sampled not only as signs of human-ness, but also of a particularly living sound,
and of Dr. Dechaine’s distinctive identity. Mr. Peaslee told me:

All those pieces are so integral to a vocal performance. They're used a lot
in pop recordings and modern recordings. They're the things you kind of
would exclude from a symphonic recording, usually, because they’re - you'd
consider them impurities, but those are things that... to make it sound like it
was convincingly sung by a live performer, those breaths need to be there. A
user might put them really low in a mix, but just before a line, you know, that
can add tension, it can add weight to the line that’s about to be sung. So
that’s - in that way, we actually include a section of playable breaths with each
subset of phrases and sustains that we offer in the different presets within the
library, so that they’re always right there ready for you... And it just - it makes
it that much more alive. Throat-clearing and all that stuff - some of it’s kind of
for fun, but a lot of it really is also - you know, people use it. It gives that much
more life. It adds that much more personality to it. (Interview, 11 July 2013)

In A Voice and Nothing More, Mladen Dolar discusses a famous case of hiccups
that interrupts Aristophanes during a speech in Plato’s Symposium. Regarding the
hiccup, Dolar theorizes that
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the involuntary voice rising from the body’s entrails can be read as Plato’s
version of mana: the condensation of a senseless sound and the elusive
highest meaning, something which can ultimately decide the sense of the
whole. This precultural, non-cultural voice can be seen as the zero-point of
signification [...] the point around which other - meaningful - voices can be
ordered, as if the hiccups stood at the very focus of the structure. The voice
presents a short circuit between nature and culture, between physiology and
structure; its vulgar nature is mysteriously transubstantiated into meaning
tout court. (Dolar 2006, p. 25-26)

The inclusion of non-singing sounds in the Voices of Rapture library can be
understood to offer such a central meaning, across genres, providing tiny sites for
the intersection of the human and posthuman.

Our initial talk about Dr. Dechaine’s vocal venture occurred a few months following
her recording sessions. She had not given the process much thought again, until
right before our conversation, when she had listened to the sample compositions on
the Voices of Rapture website. Now, she was nonplussed, hearing the manipulation
of her voice outside of her body. | thought of Eidsheim’s work on the marketing
of Vocaloid’s voice providers and joked that there must be a support group for
singers who sell their voices to sampling libraries. Dr. Dechaine mused that if there
were one, it would probably be “open to prostitutes, t0o.” Her response was not
meant to condemn sex work or treat trafficking lightly, but it alludes to parallels
between the two situations that might arise in the complications of selfness when
an embodied voice or a body are commodified. In the 215t century, when a number
of technologies are capable of manipulating the acoustic materials of voices, such
anxieties are not uncommon. In 2017, for example, an online Al service named
Lyrebird (after the most renowned imitator of the avian kingdom) was announced,
with the purpose of learning the acoustic structures of a speaker’s voice, and then
producing a “recording” of that voice speaking any words entered as text. News
media immediately posted panicked headlines, such as: “Lyrebird Steals Your Voice
to Make You Say Things You Didn't - And We Hate This World” (Claburn 2017).
Though at least in part meant to be tongue-in-cheek, that headline positions Lyrebird
as though it will lead to the kind of identity theft feared by internet users worldwide
and to a mutilation of self that resembles a kind of metaphorical mutilation of the
body.

And the body is not the only thing at stake. “I do feel like | sold a piece of my soul
or something,” Dr. Dechaine told me (interview, 10 June 2013). Some of the most
persistent stories in Western cultures deal with the metaphorical location of soul or
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identity in the voice, and the idea that though a voice seems to be in a body, it is
never quite of a body - it is understood as something spectral enough to be stolen
from its bodily house, or corrupted, or even transplanted into another body. Ovid’s
tale of Echo (in the Metamorphoses) begins when the nymph is punished by Juno
for talking incessantly to stall her while other nymphs, who have lain with Juno’s
husband (and brother!) Jupiter, flee the scene. Echo’s loquaciousness triggers Juno
to punish her by limiting her vocal freedom severely, so that Echo can only ever
after repeat what others say. The shame of being unable to control her own voice,
especially in pursuit of her love interest Narcissus, causes her body to waste away.
Her bones turn to stone, and Echo only remains as a disembodied voice among those
stones, inert and only set to motion by - and always subject to - the force applied
by others. Ovid describes this condition, in the words of A.S. Kline’s translation, as
meaning that Echo is “no longer to be seen on the hills, but to be heard by everyone.
It is sound that lives in her.”” She is condemned to be the voice of, and to be heard
by, anyone who passes. Dolar writes that the nymph’s voice “continues to echo our
own voice, the voice without a body, the remainder, the trace of the object.” And this
very echo is in consistent opposition to the voice of self-presence and self-mastery,
he continues, “the intractable voice of the other, the voice one could not control”
(Dolar 2006, p. 40, my emphasis).

Dr. Dechaine has sometimes contacted me when she thinks she has heard her voice
in a television soundtrack or video game, but she is never entirely sure. In this way,
she is always looking over her shoulder, listening for the life her own voice is living
without her, a vehicle driven by anyone who pays for a license. Her feelings are
complicated, though. She appreciates the potential for a kind of immortality. Dr.
Dechaine says: “I like that long after | am too old to sing, | can still use my voice
and so can my kids.” Michal Grover-Friedlander writes that “sound recordings, at
times, are voices surviving the body that once produced them; invisible and devoid
of body, the singer is somehow there in the presence of voice” (Grover-Friedlander
2005, p. 7). But sampling libraries like Voices of Rapture offer something beyond
the prospects of simple recording. If Voices of Rapture were to persist long enough,
it is possible that the vibrations of Dr. Dechaine’s voice might continue singing after
her death, the echo of the voice within her resonating among the stones without her.

5 Conclusion

All of these projects tell stories about what the posthuman is, and what it means
in 2021. Voice studies, as a broad, interdisciplinary field of inquiry, is increasingly
fascinated with what voices do for humans, and what humans do with voices to build,
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maintain, and disrupt systems of power. The gendered uses of Auto-Tune and similar
applications, for example, and the ways artists and voice designers are employing
them to subvert that gendering, push and pull at longstanding normativities. The
recent determination to create un-embodied Al servants as voices we can control
might be less indicative of creative ingenuity than of a continued global dependence
on the processes of colonization and class division that established the practices
of servitude in the first place, with Al voice assistants functioning as a kind of
metaphorical methadone replacement for societies trying to kick the habit. The
mining of voices for medical information offers a path toward minimizing the use of
some invasive and expensive diagnostic techniques, and it will be interesting to see
how medical corporations respond to such potentially democratizing effects. And if
singers can contract for labor that their voices will go on doing without them, who
is in control of the formerly embodied commodity? This article has offered these
examples not only to give an overview of recent work but also to encourage the
further investigation of 21% century voices.
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Lilian Campesato, Fernando lazzetta

Voice as a Resonance of Listening

Abstract: In diesem Beitrag wollen wir bildliche Darstellungen der Stimme in ver-
schiedenen Kontexten untersuchen. Ausgehend von der Resonanz im Sinne eines
Elements, welches sowohl das reprasentiert, was den Klang erzeugt, als auch das,
was vom Klang beeinflusst wird, werden wir einige Beispiele dieses Prozesses der
Bilderzeugung durch Stimme im kdinstlerischen, technologischen und kommunika-
tiven Kontext diskutieren.

Abstract: In this article, we are interested in exploring the voice’s imagetic
representations in different contexts. Starting from the idea of resonance as an
element that represents both what produces sound and what is affected by sound,
we will address some examples of this process of image production through voice in
the artistic, technological and communicational contexts.

1 Voice and Listening

Vibration is a condition of what is in motion, of what is alive. It is the movement
of a mechanical body in relation to a state of equilibrium. Everything that moves
acts on its surroundings, creating frictions, resonances, shocks, impulses. Hence
the importance of vibration for us to exist: It is an index of our existence, as well as
of our relationship with everything that permeates our surroundings. Like most living
beings, we learn to vibrate with the world as a way of interacting with it. And being
mechanical, the vibration invokes the action of, and on, our bodies: It is an indication
of presence. Our senses can perceive vibration in two dimensions. One, relatively
slow, involving the movement of large bodies that make us tremble. Another, very
quick and subtle, is unable to activate the tactile sensors spread throughout our
bodies, but manifests itself in the form of what we call sound.

Sound is a very fast, but very weak, pressure variation that propagates through
some material medium. Our bodies are equipped with a very precise system for both
producing and perceiving sounds. Although phonatory and auditory mechanisms are
usually treated as independent, autonomous devices, they act in a complementary
way in our interaction with the vibrational world. Using one’s voice and listening are
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interdependent forms of action and there is no way to fully understand one without
considering the other. This close connection between voice and listening can be
approached in several ways. It implies the correspondence between the speech and
hearing apparatuses, the interrelationship between individuals in communication
processes, and the various forms of interaction between bodies and the environment.

In this article, we are interested in exploring the imagetic representations of voice in
different contexts and exploring its connection with hearing. Starting from the idea
of resonance as an element that represents both what produces sound and what
is affected by sound, we will address three examples of this image-making process
through voice in artistic, technological and cultural contexts: a ‘silent’ sound work by
Christian Marclay; the invention of virtual popstar Hatsune Miku; and the unusual
record of a ‘mythical’ character in Brazilian popular culture.

We take voice as a relational and multimodal process to emphasize its strong connection
with the physical, corporal, and material domains. A voice represents a body, a space,
and evokes a series of poetic, symbolic and affective instances. It is a trait, a mark, a
sign. A voice is always someone’s voice, or the voice of something. As Don Ihde points
out, “all sounds are in a broad sense ‘voices’, the voices of things, of others, of the
gods, and of myself” (2012, p. 147). On the other hand, voice is a powerful source
of images:* It has the capacity to represent everything - histories, memories, bodies,
spaces and times - that resonates when it sounds. However, this whole process always
depends on listening, because without listening, the voice is mute.

By the middle of the last century, Alfred Tomatis, a French physician who dedicated
himself to studying the relationships between voice, hearing and cognitive processes,
speculated about the feedback chain involving voice and listening: “the voice only
reproduces what the ear hears” (Tomatis 1992, p. 49). Analyzing some singers’
disorders that prevented them from emitting certain sounds, Tomatis studied
their auditory curves and realized that they “showed a hearing loss at the same
frequency level” (Tomatis 1992, p. 41). Based on empirical inferences, not always
demonstrated with scientific support,> Tomatis perceived a causal relationship
between the composition of the listening and vocal spectra, leading him to affirm that
“a person can only reproduce vocally what he is capable of hearing” (Tomatis 1992,
p. 44). Or, stated in another way: “One sings with one’s ear” (ibid). Controversial in
his methods and treated with reservations by his peers, Tomatis’ work had received
enough recognition to attract the attention of renowned artists such as Maria Callas,
Sting and Gérard Depardieu, who sought him out to solve their vocal shortcomings.
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The connection between voice and listening envisioned by Tomatis should not be
overlooked. Particularly when considered from an evolutionary point of view, it is
assumed that voice and listening have developed in an integrated manner, at least
for vertebrates, due to the relevance of sound communication among members
of the same species. As Carl Gans suggests, when individuals acquire the ability
to perceive sound patterns within the environment, they begin to use this same
energy channel to transmit information. “This generates interest in producing the
sounds for detection by conspecific organisms” (Gans 1992, p. 9). This process is
modulated by the environment, which propagates, reflects, absorbs and modifies
sounds in different ways. In evolutionary terms, sound perception and production
broaden the possibilities of interaction between individuals, as well as between
individuals and the environment. But this process does not happen without costs.
For example, a successful communication between individuals of the same species
depends on tuning the sound patterns exchanged between sender and receiver. The
energy expended in this process represents costs of various kinds, including “a risk
of informing predators of one’s existence and location” (idem, p. 10).

It seems reasonable to imagine that sounds vocalized by an individual should
be adequately perceived by a fellow member of their species or by themselves,
although this cannot be generalized. Exceptions, even when they serve to confirm
the rules, are always instructive. It is known, for example, that the auditory system of
toads and frogs has developed in a peculiar way and that many anurans do not even
have a tympanic membrane like ours. Their hearing is produced by two organs, the
amphibian papilla, sensitive to low and mid-frequencies (typically 50 Hz to 1 kHz),
and the basilar papilla, sensitive to higher frequencies (above 1 kHz) (Goutte et al.
2017, p. 1). Even in anurans where tympanic middle ears are not present, sounds
are sent to the inner ear through cavities or bones, making the animals able to hear
the frequencies of their own calls.

Butin some anuran species such as Brachycephalus ephippium and Brachycephalus
pitanga, the poorly developed auditory system is apparently unable to capture the
frequencies emitted by individuals of the species. This behavior poses a challenge to
the conception that, in the evolutionary process, actions without a purpose represent
a waste of energy and tend to be dampened. In a recent study, this behavior was
interpreted as an aspect of a particular moment of evolutionary transition, in which
the ‘silent’ calls have not yet been overcome, despite the ineptitude of the ears of
that species. Since “signal production is energetically costly and sound may attract
predators and parasites” (Goutte et al. 2017, p. 4), these high-pitched calls would
have been maintained as a side effect of the visual aspect that accompanies the
production of these sounds due to an “evolutionary inertia” (ibid).
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One might speculate that not all of our actions (and not all of the frogs’ actions as
well) can be fully explained in terms of evolutionary features, such as scaring off
predators or attracting sexual partners. After all, it is not because we ever murmured
an imaginary song during a lonely walk that we would be going against the
evolutionary process of the human species. Feeling the vibration of our vocal folds,
creating melodic waves that resonate in our heads and thorax may be regarded as
a pleasing and powerful way of connecting ourselves with our own bodies and with
the world around us. This is by no means a waste of energy.

2 Sound as Image

In terms of acoustics, sound is an oscillatory movement of molecules in a material
medium. Different vibratory patterns would lead us to perceive different sounds. As
a vibrational phenomenon, the occurrence of sound is independent of, although
it is closely related to, our perception of it. When we hear Beethoven’s music or
someone’s voice, our brain produces a sound image that is triggered by the
oscillating motion of molecules surrounding us. But if we refer exclusively to the
acoustic phenomenon, we may find it difficult to identify what we understand as
Beethovenian or vocal aspects in these oscillations.

It can be argued that the word “sound” can refer to quite different meanings, which
often ends up blurring the distinctions among fundamentally different aspects of
sound production and perception. Take, for example, the classic question: If a tree
fell in the forest, but no one heard, would there be a sound? This philosophical puzzle
makes sense because we have a single term to represent two different phenomena:
the acoustic vibrations caused by the falling tree and the perception of these
vibrations. In fact, what we understand as sound is the result of different levels of
interaction, among which mechanical vibration is just one. Indeed, if we were to use
two distinct terms to indicate the acoustic movement of material particles and the
auditory images they produce in our minds, we could dispel some misconceptions
about sound. As we shall see in this text, we intend to consider sound not as the
object of listening, but as its medium.

The relationship between the acoustic production of sounds and the aural images
they generate is generally taken as a direct cause and effect relationship. In fact, the
perception of sounds is modulated by several factors ranging from the sociocultural
contingencies to the cortical processing of the received signals to the listener’s
emotional state. Context plays an important role in the way we understand sounds.
On the other hand, sounds can considerably influence other senses and even direct
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our actions. Just think about the way sounds are produced in cinema to understand
how the interaction between vision, hearing and semantic contexts can guide our
hearing: For example, in a film’s sound design, recording the tapping on a block of
wood will make the gallop of a horse more realistic than the sound recording of an
actual horse.

To give another example, an adequate DJ playlist can successfully encourage more
individuals to dance at a party, just as the appropriate choice of musical repertoire
can help with the consumption of dishes in a restaurant. Recent research shows that
a soundscape can enhance certain taste characteristics of food, making customers
willing to pay more if the meals come with a satisfying sound experience (Carvalho
et al. 2015). Other experiments have shown an association between sour-tasting
foods with high pitches and bitter flavors with low pitches (Crisinel & Spence 2009).

Diana Deutsch, an eminent researcher of musical illusions, carried out an experiment
that challenges the notion that voice and listening operate separately. Deutsch
realized that much of what we hear is not only related to the acoustic signals that
reach our ears, but to the context in which the listening takes place and to our
individual aural experience. Although she was interested in listening illusions, and
therefore in unusual situations of sound perception, some of Deutsch’s experiments
on speech comprehension show that in voice listening, “the words and phrases that
we hear are strongly influenced not only by the sounds that reach us, but also by our
knowledge, beliefs, and expectations” (Deutsch 2019, p. 104). In demonstrating
what she calls phantom words, Deutsch uses recordings of repeating words in a
loop, over and over again, through stereo loudspeakers. Some of these words are
just two-syllable words repeated out of phase on both channels. After listening for a
while to those repetitions, listeners tend to hear different words, “nonsense words,
and musical, often rhythmic sounds, such as percussive sound or tones” (idem, p.
106)3. The most impressive aspect of her experiments is that individuals perceive
words in different languages and even with different accents depending on their
original language and culture.

In this text, we seek to highlight the relational character of voice in different
dimensions. First, in its connection with listening, establishing a relationship
between receiving sounds and producing sounds. Second, pointing out that this
relationship is always mediated by a body. This is not an abstract, idealized body,
nor a body reduced to its carnal, physiological condition: The body here represents
the empirical existence of a subject - and, eventually, of a thing - in time and space.
Third, this existence implies the articulation between subject and the world, not
as two separate characters, but as two perspectives of the same process. Thus,
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Fig. 1: Chorus Il (1988), framed black and white photographs, 142 x 188 cm, by Christian
Marclay.

the body, when vocalizing, puts its surroundings in resonance, producing echoes
that return to the body itself. Both what is vocalized and what is heard belong to
the same process. Likewise, body and environment operate as an interconnected
system, sounding and resonating with each other.

3 Silent Voices

There are over 20 small frames containing black and white photos of open mouths
silently singing or screaming. The pictures themselves are arranged on the gallery
wall to form the outline of a large mouth. The photos, cut from different sources,
allude to a great choir in which men and women of different races and times create
a silent harmony. As in other works by artist Christian Marclay, Chorus Il (1988; see
Fig. 1) explores the expressive potential of sound, not from its acoustic components,
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but from references that are built from sound images. Chorus Il allows us to listen
with our eyes and to understand that our senses do not work autonomously and
isolated, but develop as a network in which stimuli, memories, experiences, actions
and reactions are interconnected. The work also indicates the material dimension of
our sensations. Seeing or hearing do not refer to abstract categories of interaction
with the world, but are ways in which our bodies act on the world at the same time
that they are constituted by what, directly or indirectly, acts on us. Despite the
absence of physical vibrations, Chorus Il does sound: Spectators build their listening
from their experiences and memories of other voices, other mouths, other choirs.

Marclay ingeniously connects voice, body, and listening. The wide-open mouths in an
almost aggressive attitude remind us of an identifiable, strong, powerful sound. We
may internally hear a scream, a groan, or some sort of tense utterance. The image
of the mouths is the image of the sounds of those mouths. As spectators we connect
these two image categories based on our experience in listening and voicing. That
is, every time a scream is heard, we immediately associate it with the energy that
escapes from the body, with the muscle contractions in the vocal tract, with the
sensation of the cheeks stretching to the limit of the skin. In short, the static image
that represents a gathering of mouths invokes, albeit in an imaginary way, the world
of vibrations.

The idea that these mouths have no bodies is perceived as a contradiction. We have
learned through experience that vibration depends on the existence of a vibrating
body that defines and is defined by a space. Or as Douglas Kahn reflects: “Vibrations
through their veritable movement generated a structured space and situated bodies
and objects in that space. This process of situating did not outwardly transform the
bodies or objects themselves, however, it just placed them in an ever-dependent
relation within a larger system” (Kahn 1992, p. 15). Thus, the voices in Marclay’s
Chorus Il are not disembodied ones. On the contrary, they forge their bodies as
extensions of their mouths.

In some of Marclay’s silent objects the connection between speech and listening
becomes evident. He has created different works exploring the conditions posed
by telephone devices in which transmitter and receiver are mounted in the same
block, making the regions of voice production and listening geographically close. In
these works emerges what Kahn calls residual sounds. These are not sounds that
we expect to hear from familiar sounding objects, but sounds that “remain closed
secured” in the stillness of the objects (Kahn 1994, p. 23). Despite the limitations
imposed by its “physical, phenomenal silence, [...] a residual sound may be incredibly
raucous” (ibid).
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Chorus Il resonates the modern imagery of the voice mediated by all kinds of
sound devices: From the first phonographs and radio, to cinema, to current digital
music streaming, we are used to hearing disembodied voices and we have learned
to recompose these bodies in our imagination. Samuel Becket's Not | (1972) is
exemplary in this regard. Minimalist in form, the piece, in which only the actress’s
mouth is illuminated by a light spot, is an explosion of auditory images. It is from the
voice that the audience composes the character. The absence of the body channels
attention to the voice, and it is this attentive listening that triggers our experiences
and expectations to build an image for the hidden character. On the other hand,
the mouth, which remains illuminated, insists on reminding us of the presence of a
vocalizing body.

To some extent, Not | predates the current listening condition in which sound
sources are usually hidden behind the membranes of speakers, headphones,
and other sound devices. French composer Pierre Schaeffer named this condition
acousmatic listening. Schaeffer was especially interested in discussing the role of
listening in relation to his proposal for a musique concréte, a composition produced
from sounds collected, recorded and arranged on a physical medium such as a
disk or magnetic tape. For Schaeffer, the acousmatic situation favored what he
called reduced listening: By hiding the sound source, the listener could focus their
attention on the sound qualities, disregarding all the references sound could provide
(Schaeffer 1966). Obviously, it is impossible to forget that behind the speaker - the
acousmatic curtain that hides the sound sources - there is, or once was, a source.
It is the sources that the loudspeaker conveys; whether it is a vibrating mechanical
body, the electronic circuitry of a synthesizer, or the abstractly generated bits in
a musical software, we cannot get rid of what is concealed by the speaker. Our
conviction that there is something on the other side of the loudspeaker prompts
us to reconnect the sounding objects with their vibratory movements and the way
they sound. We infer that every object has a sound, a voice, just as every sound,
every voice, comes from an object, from a body. This association between sounds
and the objects that produce them, however, is the result of our experience, our
expectations, our history and the history of the objects that sound. During our life we
repeatedly listen to the voices of things and we build, in our memory, an association
between things and sounds. These associations can assume different natures.
We know that the sounds produced by large bodies tend to be lower than those
produced by small bodies. We also learn to repudiate certain sounds (the noise of
the upstairs neighbor) and to fear others (the sudden rumble of thunder during a
storm). In a similar way, we go into alert when we hear a fire engine siren or the beep
indicating the arrival of a message on the cell phone. Despite the strong connection
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between sound as a vibrational phenomenon and the aural images it may provoke,
this connection is neither stable nor unique, but relational.

Nina Sun Eidsheim, an academic dedicated to critically exploring the possibilities of
voice representation, refers to the acousmatic situation to highlight this relational
and multidimensional character of voice. It is assumed that when listening to a
voice, we can learn something about the speaker, even when they are not visible to
us. In this acousmatic situation, we are urged to ask a fundamental question: Who
is this? Who is speaking? This fundamental ‘acousmatic question’ is based on the
premise that there is a direct and stable relationship between sound and its source
and that if we pay attention to the sound of a voice, we will be able to recognize the
speaker, learn about their personality and even about their mood. However, Nina
Eidsheim argues that there is no stable answer to the acousmatic question and that
it arises precisely because of the “impossibility that the question will yield a firm
answer” (Eidsheim 2019, p. 3).

The impossibility of answering this acousmatic question comes from the fact
that neither the voice nor the vocal tract are static systems: They are subject to
physical, emotional and contextual conditions that involve both the vocalizer and
the listener. They both operate dynamically in the construction of meanings that
emerge from vocal production. The inferences a listener may produce regarding a
speaker’s physical, racial or gender characteristics based on their voice is part of a
process in which vocalizer and listener are both involved. For example, gender may
be signaled by vocalizers “through word choice, intonation, speed, rhythm, prosody,
level of nuance” (idem, p. 6-7), while listeners will “bring gender expectations to the
vocal scene” (ibid). Eidsheim summarizes this complex interaction between actors
of voice production/reception and its context in three corrective statements: “Voice
is not singular; it is collective. Voice is not innate; it is cultural. Voice’s source is not
the singer; it is the listener” (idem, p. 9).

Eidsheim takes her own experience to discuss the relational status of voice. Despite
her Korean origins, she was raised in a small town in Norway where her Korean
identity was never a salient issue. On the other hand, when she visited Seoul, she
realized that people treated her as a foreigner, despite her Asian traits. Eidsheim
recalls that during her singing training in Norway she “participated in master classes
offered by well-known American voice teachers” (Eidsheim 2008, p. 28) and that
they “had been puzzled by [that] Asian-looking girl who spoke Norwegian and who,
to their surprise, possessed a signature Nordic classical timbre” (ibid). A few months
later, this time in California, a teacher complimented her on the quality of her voice,
adding that her timbre was “really quite characteristically Korean” (ibid).
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Eidsheim’s experience poses a question: If the timbre of a voice represents an
identity, a signature, how could these different situations produce such different
perceptions of her cultural and ethnic identity? Starting from her own experience,
Eidsheim develops the argument that, contrary to the current idea that the
voice is “an unmediated manifestation of the body” (idem, p. 30), it “is indeed
mediated” (ibid). Therefore, voice perception is conditioned by these elements of
mediation, which are not only physiological, but cultural, social, subjective and
contextual. Eidsheim is particularly interested in deconstructing the idea that it
would be possible to hear race from the timbre of a particular voice. In this case,
vocal training - that is, the way we use our bodies and voices - would be more
significant for the perception of vocal timbre than any physiological differences
linked to specific ethnicities. Thus, although an uttered voice presents indices of the
uttering body - as an individual (gender, social status, age, etc.) and as a spatial
position (Bertau 2008, p. 101) -, these signs are constructed in an intersubjective
way, among the individuals and based on their interactions. The reliability of
these indices in revealing speaker characteristics has attracted the attention of
many researchers (Pisanski & Bryant 2019). Jody Kreiman and Diana Sidits make
a significant contribution to understanding how the voice may (or may not) offer
clues to the recognition of characteristics such as physical size, sex, age, health,
appearance, racial group or ethnic origin of a speaker (Kreiman & Sidtis 2011).
The authors emphasize that it is necessary to distinguish ‘learned’ from ‘organic’
marks, as they separate what the speaker can modify from what is subject to their
physiological and anatomical constitution (idem, p. 111). It is also important to
distinguish between marks and stereotypes of speaker characteristics. While marks
are generally “reliable cues to that characteristic”, stereotypes are related to what
“listeners expect to hear from a speaker who possesses certain physical attributes”
and, therefore, “social expectation influences listener’'s judgments”. At the same
time, these stereotypes contribute to “vocal behaviors children learn as they grow”
(ibid). Thus, associating voice with an individual’s specific characteristic is not a
trivial issue. For example, while the distinction between male and female voices
can be achieved with some consistency, to transgender individuals, there is an
important interplay between organic and learned characteristics. Since voice is an
important index of an individual’s social and personal characteristics, “producing a
female (or male) sound with what remains a male (or female) vocal tract and larynx”
(idem, p. 144) can be a challenging demand for individuals who have undergone
transgendering surgery. Thus, what the voice can say about an individual depends
on the balance between what is physically and physiologically determined in the
production of voice and the intersubjective experiences that make up our listening
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Fig. 2: Hologram of Hatsune Miku at a live concert.

processes. When we listen, we project our knowledge, our beliefs and expectations
onto the speaker. Therefore, we always hear a little of ourselves in the ‘other’.

4 Disembodied Voices

As is the case with the beginning of any pop concert, the band attacks the first
chords, the lights come on, while fans wait anxiously for the entrance of the main
character, the singer. In contrast to the other musicians in the band, in this case
the singer is not a person, but an avatar projected holographically onto the stage.
Her blue hair and high school student clothes make explicit reference to Japanese
manga. Hatsune Miku reproduces the cliché image of what a popstar should be.
Initially restricted to otaku“ circles, she gradually attracted the attention of other
musical circuits. Without assuming polemic attitudes or wearing extravagant clothes,
Hatsune Miku® became an iconic representation of Japanese pop culture. Thanks
to Vocaloid®, a software that produces singing voices artificially, Hatsune Miku has
become a virtual idol.

From extensive sound banks, Vocaloid allows its user to type in the lyrics of a song
and synthesize it from a series of instructions. In essence, the Vocaloid interface
superimposes the song text over a kind of musical score. A series of subtle
adjustments can be applied to each vocal sound, allowing the creation of very
sophisticated vocal articulations. Miku is probably the best known of a series of
virtual artists produced with the help of Vocaloid. In part, her success is due to
the fact that graphic projections added a visual image to the singer’s well-behaved
voice. Other software such as MikuMikuDance’ made it possible for fans to import
3D models and create their own animations of the singer. In a short time, what was
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seen was “a boom in user content and the development of other imitated characters”
allowing that “fans’ animations become part of the concerts” (Bessant 2018, p. 31).
Encouraging the use of these programs by amateur musicians and animators ended
up creating a sense of community that was built around very specific aesthetic and
cultural values.

Hatsune Miku draws attention because of a contradiction that is inherent in her
existence. On the one hand, she is recognized as representing a certain category of
singers with whom she shares certain similarities - dressing habits, musical genre
and, most importantly, a (professional and expressive) singing voice. On the other
hand, like Frankenstein’s creature, Hatsune Miku is relegated to being an outsider,
a mirror of all female singers without being any of them. She does not go to parties,
does not have a boyfriend, does not donate to social and ecological causes. Hatsune
Miku does not issue opinions. Her voice is doomed to be essentially what she was
designed to be: a general voice, unbiased and flawless.

Miku’s synthesized voice poses a problem that is part of the growing mediation
process to which our bodies and our senses are submitted. Speech and listening
interfaces, like other devices that surround us, are perceived as interfaces produced
to enable our interaction with other individuals or with other devices in a neutral way.
What would be understood as intentionality or as attributes of the agents taking part
in a process of social interaction - a conversation, a love relationship, a dialogue
between teacher and student - is often perceived as an accidental contingency when
a technology is at issue. Thus, the compression of mp3 files, the noise produced by
the hair dryer or the limit of bandwidth in a phone conversation, are not seen as
choices, intentional or not, of those who produced these devices, but as something
that is part of their ‘nature’. Ideally, we can imagine that the sounds we get from
our headphones and the voices Siri employs to communicate with Apple users are
designed to sound generic and to be adapted to any situation. Sound technologies
appear as if it were possible to invent a generic voice aimed at generic listening.
Thus, a synthesized voice is founded on the belief that it is essentially neutral and
therefore can be shaped to take on any character we wish. However, this neutrality
clashes with what we perceive in our daily experience, in which both voice and
listening are subject to physical, emotional, and cultural conditions, making a voice
always something unique, referring to a field of experiences which are modulated by
a specific act of listening.

In 1955, Max Mathews joined Bell Laboratories as an acoustic engineer to investigate
efficient ways of transmitting and receiving voice over the telephone. In the following
years, Mathews’ research would unfold into a series of breakthroughs, not in
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communication but in music technology. His achievements lead to what is currently
known as computer music. In 1957, he created a computer language called MUSIC
to produce sounds, and from then on he was the protagonist in a series of inventions
capable of generating or controlling sounds electronically. If the first digitally
produced sounds in 1957 did not excite Bell’s engineers, a few years later, in 1961,
Mathews and his colleagues were already able to reproduce comprehensible vocal
sounds. Daisy Bell (A Bicycle Built for Two), an old folk song reproduced entirely by
sound synthesis, was impressive enough to be used by Stanley Kubrick towards
the end of his 1968 film 2001: A Space Odyssey. In the final clash between man
and machine, the HAL 9000 computer ‘sings’ Daisy Bell as his memory is disabled.
Like the voices offered by Vocaloid, the synthesized version of Daisy Bell® produced
at Bell Labs does not come from a real body. However, they lead us to construct
coherent images of possible bodies (a teenage Japanese popstar like Hatsune Miku
or a fictional powerful computer like HAL 9000). Unlike Marclay’s Chorus Il, in which
we are invited to create voices from images of vocalizers, in these processes of
vocal synthesis we take the opposite path to imagine who these voices could belong
to. Both the voice as sound and the vocalizer as an individual emerge as images
provided by our experience as listeners. In fact, no voice, be it natural or artificial, is
neutral, not just because it supposedly belongs to a subject, but because we project
our listening experience onto the voices we hear. And just like the vocalizer voices
what they can hear, artificially projected voices are calculated from someone’s idea
of a voice. As we interact more and more with disembodied voices heard through
loudspeakers, we are getting used to the idea that these voices represent a general
idea of voice: accentless voices that could belong to anyone and no one at the same
time.

However, HAL 9000, similar to today’s virtual voice assistants like Apple’s Siri or
Amazon’s Alexa, represents a series of values that are specific to a culture. Its
generality is built from an imaginary idea of what is common. Disguised in the
form of algorithms or electronic components, this generality actually results from
the subjective view of those who implemented it. By creating a general self, these
technologies rule out the existence of an ‘other’: Virtual voice assistants are not
designed to understand minority discourses, immigrant accents, or social groups
that express themselves in slang and dialects. That is, they understand those
who speak within what is set as standard. As the access to a significant number
of services becomes dependent on voice recognition, the supposed neutrality of
recognition algorithms becomes a political form of segregation that has only recently
been highlighted by authors such as Safiya Noble (2018) and Cathy O’Neil (2016).
Current electronic speech production and electronic speech recognition, like any
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other computational procedure, depends on the implementation of models in the
form of algorithms. Models always represent a simplified view of a problem. Models
have a purpose, seek to represent certain aspects of reality and are often evaluated
in terms of efficiency, generality or accuracy. However, models are based on choices
and always represent a point of view. When implemented in the form of an algorithm,
they reproduce the expectations, habits, beliefs and, eventually, the prejudices of
those who created them. These voices are therefore expected to act as references
of dominant cultural and social strata and help construct references of what would
be a good vocal quality and appropriate modes of vocalization.

5 Incarnated Voice

Luiz Ernesto Machado Kawall is a Brazilian journalist and museologist passionate
about voices. Born in 1927, he has devoted much of his life to collecting voice
recordings. His collection, created with his own resources and driven by his own
curiosity, brings together some ten thousand voices recorded in different contexts:
from famous people, to ordinary individuals, to animal voices. In addition to its
historical value, this collection enables an experience that we could hardly reproduce
in our daily life: listening, one after another, to voices from different times and
places, imagining the situations in which they were recorded and the bodies that
produced them. His vozoteca® (voice library) is an opportunity to perceive through
listening the diversity of speeches, accents, languages, subjects, and musics that
came into being through voice. This diversity contrasts with the restricted set of
voices that we access in our daily lives. Kawall's collection gives the dimension of
the limits of our own listening. In our day-to-day social life, our contact with people
who speak other languages, who express themselves with other vocabularies, who
belong to different social groups, is quite restricted. Kawall sought to overcome these
limitations by seeking access to voices that were impossible to hear and record.
He became interested, for example, in hearing the voices of characters who were
never recorded, such as Dom Pedro |, emperor of Brazil in the early 19" century.
Kawall was also a collector of cordel, a form of popular literature, done informally
and printed in pamphlets. Perhaps it was the proximity to the cordel that aroused his
interest in a recurring character in this form of literature: Virgulino Ferreira da Silva,
better known as Lampiao.

Leader of a gang that operated in northeastern Brazil, Lampiao was considered
the king of the “cangaco”, a term for a movement of bandits who acted against
government and paramilitary forces in very arid and poor regions of the country.
Transformed into a popular hero who fought against police oppression and
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wealthy farmers, Lampiao became an
iconic character in the rural history of
Brazil. Since he lived nomadically and
clandestinely in remote regions of the
country and was killed in 1938 by police
officers, it is unlikely that his voice was
ever recorded. In his obstinacy to know
the cangaceiro’s voice, Kawall ended
up resorting to Umbanda, a syncretic
religious tradition that brings together
elements of Catholicism, the tradition of
African orixas and spirits of indigenous
origin. Some Umbanda practitioners
called “aparelhos” (literally “devices”)
are mediums who have the ability
to embody spirits, allowing them to
communicate with human beings.
Kawall visited one Umbanda temple in
which a medium incorporated the spirit
of Lampiao, enabling him to record the
voice of the deceased cangaceiro®.

) ) Fig. 3: Lampido, 1927 (photographed by
One might ask: Whose voice was Benjamin Abrahdo Botto).

registered by Kawall? To what extent

are those recordings representative of

Lampiao? These questions bring us back to the impossibility of providing a definitive
answer to the acousmatic question posed earlier by Eidsheim. In this case, there
is no simple answer. The acoustic voice recorded by Kawall was not provided by
Lampiao’s body, but by a transducer - in this case, not a loudspeaker, but a medium
who incorporated Lampiao’s spirit. Listening to Lampiao’s voice involves beliefs and
subjectivities as these recordings only make sense in the set of representations and
experiences of those who listen to them. Lampiao himself cannot be reduced to an
individual’s physical body, nor his voice to an acoustic trace. His presence was built
in the symbolic imagery of rural culture in Brazil from a network of reports, beliefs,
and fantasies established through speech and listening, orality and aurality. In fact,
it may be irrelevant to know how much of this knowledge corresponds to what he
actually was as an individual. By adding another element to this complex imagery
that represents Lampiao, the voices recorded by Kawall are as true, as real, as the
stories told in prose and verse by the popular culture of cordel in northeastern Brazil.
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Without the presence of his body, and without the existence of an acoustic signal
coming from that body, the voice recordings made by Kawall may or may not be
taken as realistic. It completely depends on our intention and ability to listen to
them.

6 Resonances

“Sound is not what we hear, any more than light is what we see” (Ingold 2007,
p. 11). The coherence of the association between sound and image is rarely
questioned. The profound asymmetry between these two entities is based on
the fact that the objects we see come to us through light, and the objects
we hear come to us through sound. Just as we do not see light, Tim Ingold
warns us that sound “is not the object but the medium of our perception. It
is what we hear in” (ibid). Sound is what makes listening possible, but it is
not what we listen to. In dialogue with Ingold, composer and scholar Rodolfo
Caesar continues: “sound is the support/transport [...] that allows us to listen
to ‘sound images’: sound objects, sonorities, words, etc. Just as light provides
us with the exercise of visuality” (Caesar 2020, p. 85).

Thus, voice is also a medium rather than an object. Like its counterpart, hearing,
voice is not a thing, but a relation established between subjects and objects,
between what is inside and what is outside. This relationship can be understood as
resonance, the ability to sound from - or with - the energy produced by an ‘other’.
When | speak, | resonate in someone else’s listening and in my own listening. | am
both a sounding subject and sounding object. Or, as Steven Feld puts it, “one hears
oneself in the act of voicing, and one resonates the physicality of voicing in acts of
hearing. Listening and voicing are in deep reciprocity, an embodied dialog of inner
and outer sounding and resounding built from the historization of experience” (Feld
2003, p. 226).

When we are born, we begin to establish this experience. At this starting point,
voice and listening, subject and object, are one and the same. Our voice/listening is
formed as an imitation, a mirror of what we hear from our mother. At some point, the
lullaby we hear becomes the cry we emit (Clough 2013, p. 66) and the annoyance
caused by our crying establishes the channel of communication with an ‘other’.
What is built is a resonance, the possibility of sounding and hearing in a feedback
process, the “delicate looping that is listening or being heard” (ibid). From then on,
our vocal folds and our eardrums become inseparable membranes.
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Notes

1 The idea of sound as image has been developed in lazzetta 2016.

2 Tomatis’ trajectory is quite controversial and includes the discrediting of his colleagues in
France and the commercial use of his scientific findings, particularly his 1953 invention
of the Electronic Ear, and later of his TOMATIS® Method. For a critical discussion on the
French physician’s interest in the sense of listening, see Fogg 2018.

3 Some phantom words examples can be found at: http://dianadeutsch.net/book_audio/
Modules-2019/mixdowns/MP3/ch07ex01_phantom_words-d5_mixdown.mp3 [last
accessed August 25, 2021].

4 AlJapanese subculture interested in manga and anime.
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Hatsune Miku was released by Crypton Future Media in August 31, 2007.

Released in 2004, Vocaloid allows its users to type text and melody to synthesize a
song. Voice synthesis is performed using voice banks extracted from samples produced
by professional singers. See https://www.vocaloid.com/en/ [last accessed August 25,
2021].

MikuMikuDance, or MMD, is a freeware animation software originally produced to
give life to the Vocaloid character Hatsune Miku. Since its launch in 2008 the program
has attracted the attention of a wide community on the Internet interested in creating
characters based on anime culture. Many MMD videos can be found on NicoNico, a
Japanese video-sharing service on the web.

The similarities between Vocaloid and voice synthesis produced at Bell Labs had
already been noticed by Kenmochi Hideki, leader of the research project that gave rise
to Vocaloid. In its first public appearance at Musikmesse in 2003, the program was to
be called Daisy, in allusion to Daisy Bell. The name had to be changed for copyright
reasons. See: Red Bull Music Academy 2014, https://daily.redbullmusicacademy.
com/2014/11/vocaloid-feature [last accessed August 25, 2021].

His voice archive was donated to the Institute of Brazilian Studies of the University
of Sdo Paulo in 2013 and can be accessed under the title Vozoteca LEK at
http://200.144.255.59/catalogo_eletronico/ [last accessed August 25, 2021].

These recordings are stored at the Institute of Brazilian Studies collections archives
under the reference Vozoteca LEK, VOZ-CDr-010 at http://200.144.255.59/catalogo_
eletronico/ [last accessed August 25, 2021].

®H©

This paper is licensed under Creative Commons “Namensnennung - Weitergabe
unter gleichen Bedingungen CC-by-sa”, cf. https://creativecommons.org/licenses/
by-sa/4.0/legalcode
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Marc Bohlen

The Making of Fake Voices

Abstract: Im vorliegenden Text wird erértert, wie technologische Innovationen und
Fortschreibungen menschlicher Sehnstichte die Sprachsynthese an einen Punkt
gefiihrt haben, an dem sie in industriellem MaRBstab eingesetzt werden kann und
dabei nahezu jede menschliche Stimme nachzubilden vermag. Der Beitrag tragt
dem Unterschied zwischen perfekter Mimesis und erfahrungsbasierter maschinel-
ler Sprachproduktion Rechnung. Er legt dar, wie dieser Unterschied als Werkzeug
der Tduschung eingesetzt werden kann, und wie er als ein Experimentierfeld dient,
auf dem Uber das mittels kunstlicher Intelligenz realisierbare Klonen menschlicher
Eigenschaften im Allgemeinen nachgedacht wird.

Abstract: This text discusses how innovation in technology and continuity in human
desires brought voice synthesis to a state in which it can be deployed at an industrial
scale and reproduce almost any human voice. The text considers the difference
between perfect mimesis and machinic speech production, describing how this
difference can be deployed as a tool for deception, as well as the way it serves as a
testing site for reflecting on artificial intelligence driven cloning of human features
in general.

1 Introduction

In March 2019, criminals used artificial intelligence to impersonate a chief
executive’s voice for a fraudulent money transfer.t The scammers created a fake
version of the voice of the chief executive and called an unlucky executive employee
in the fake voice of this supervisor, which included a slight German accent and the
specific melody of the supervisor’s voice. The employee was informed by this fake
boss that €200,000 were to be transferred to a compromised recipient address
within an hour. The employee promptly executed the transaction, unwittingly
enabling the first documented artificial intelligence generated fake voice cybercrime
of the 215 century.

The history of synthetic speech spans at least three centuries (Ramsey 2019) and
possibly much longer, if accounts of speaking statues as early as 20 BC informed
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of principles described in Heron of Alexandria’s treatises on machinery, mechanics
and hydraulics (Pettorino 1999) are in fact true. Reflecting on the history of fake
voices offers an opportunity to consider how one age-old dream can drive technical
innovation across centuries. It can also serve as a case study in the downstream
effects of technical innovation. While the phone scam example above might
suggest that deception is a product of only the latest instantiation of artificial
voice technology, con-artistry was in fact an early adapter to new communication
opportunities afforded by landline telephony as it changed communication patterns
and opened the door to new forms of impersonation (Marvin 1999).

By exploring several speech producing systems in context - Kempelen’'s
Sprachmaschine, Dudley’s Voder and Tacotron - this text will cast voice synthesis
as a story of an immemorial human dream, implemented in each iteration utilizing
the current technology available, and entangled with the social dynamics in which
it is inserted. The last section then reflects on how we live with synthetic speech
systems today under these entanglements.

2 Kempelen’s Sprachmaschine

When Wolfgang von Kempelen began experimenting with a device that could imitate
human voices, he already had some good reference points. By the beginning of the
17t century, a low fidelity mechanical model of how sound is generated in the human
vocal tract had already been established (Ramsey 2019, p. 11). Kempelen's device
translated the 17" century state of the art model of the human voice tract into a
mechanical apparatus made of wood, paper, brass wires, tin tubes and leather. Yet
the simplicity of the construction belies the depth of its potency. Kempelen produced
a 464-page manuscript (Kempelen 1790) that not only offers detailed engineering
drawings of the various mechanical parts of the apparatus and a lengthy treatise on
the body parts involved in the production of speech, but also a general discussion
on human language and its presumed origins.

As opposed to earlier attempts at voice-like sound creation, Kempelen’s
Sprachmaschine was the first device capable of generating utterances reminiscent
of entire words.? Kempelen translated human sound production into an equivalent
non-human system with a bellows functioning as lungs, a wind chest to distribute
the air to sound producing enclosures, a reed made of a thin strip of ivory glued to
a piece of leather, and a funnel made of natural rubber representing the oral cavity
(Kempelen 1790, chapter 5; Deutsches Museum 2020). The device was more a
musical instrument than a utilitarian apparatus. It was played by pressing on the
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bellows and opening and closing pathways to enable or constrain airflow to the
different parts of the machine. Under the skillful control of an operator (Braskhane
2017), a variety of human-like sounds could be produced to imitate short utterances
in several different languages (Pettorino 2015) including Latin, French and Italian
but not German and no report on Hungarian, Kempelen’'s mother tongue.

While Kempelen’s well-known chess-playing automaton, the Mechanical Turk, was a
clever mechanical contraption capable of moving chess pieces across a chess board,
it was not a chess champion. In fact, Kempelen’s Mechanical Turk was a fraud -
there was a skilled human chess player inside the machine performing the chess
moves out of view of the audience. No such post-mortem disclosure blemishes the
Sprachmaschine. This is surprising given the fact that Kempelen presented both his
Mechanical Turk as well as his Sprachmaschine together on tour across Europe in
1783 and 1784 (Deutsches Museum 2020). Moreover, experimentation in human
voice creation up to the 17" century was generally viewed with suspicion and often
accused of sorcery, persecuted and even condemned (Pettorino 2015). To give voice
to an object was perceived as more amazing than to have it emit a melody; to give
voice meant to give (humanlike) life to inanimate matter, a feat considered beyond
the reach of human agency.

Despite and because of these circumstances, Kempelen’s machine is a landmark
in the history of voice generation. As a product of the Enlightment period, it mirrors
a world view that perceived the human body as a machine. Kempelen’s creation is
the first viable construction capable of imitating the sound production of the human
voice tract based on a mechanical model of this very voice tract. As a disembodied
voice it represents one early example of a trajectory of scientific inquiry and
engineering design that seeks to replicate human abilities and features operating
outside of and without the need of the human body.

3 Dudley’s Voder

When Homer Dudley conceived his speech apparatus in the middle of the 20"
century, he also relied on the materials and techniques of his time. But instead of
wood and leather, Dudley, a researcher at Bell Labs, assembled his device utilizing
the hardware du jour, vacuum tube electronics.

In The Carrier Nature of Speech (Dudley 1940), Dudley outlines his speech generation
concept as a carrier circuit, informed by the model of analogue radio communication.
The carrier circuit describes an information representation concept in which a
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Fig. 1: From Homer Dudley’s The Carrier Nature of Speech. The Bell System Technical Journal
Vol 19, Number 4, October 1940, p. 497. Reused with permission of Nokia Corporation and
AT&T Archives.

‘transport’ waveform is modified (modulated) with an information-dependent signal,
usually higher in frequency than the base carrier wave. Dudley’s concept maps
speech produced by the dynamics of compressed air in the human vocal tract onto
corresponding frequency bands. By selectively combining these frequency bands in
the spectrum of human speech with a base carrier wave, Dudley was able to devise
a voice synthesis approach capable of producing human-like speech. This result
seemed rather counterintuitive as the carrier signal itself, sounding like a hiss or a
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Fig. 2: Schematic diagram of the Voder.

buzz, is in no way reminiscent of a human voice; only the modulated product sounds
anything like a human voice. A far cry from the kind of synthetic speech we have
grown used to today, Dudley’s approach was flexible enough to create both voiced
utterances emulating sounds produced when the vocal cords vibrate (such as ‘z’) as
well as unvoiced utterances (such as ‘s’) in English.

Similar to the work of Kempelen, Dudley’s concept included the source of sound
creation. Dudley’s concept integrates the human thought process into the model,
including the idea that originates in the mind, and which only later is translated into
the sound-producing hardware of the human body (see Fig. 1). Unlike Kempelen,
Dudley’s experiments limited themselves to the English language. However, Dudley
at least reflected on other possible applications ranging “from the puffs of a
locomotive to instrumental music” (Dudley 1940, p. 513).

This connection between idea and speech act continues to be pursued in current
research under the theme of concept-to-speech recognition, formally defined as “the
production of synthetic speech on the basis of pragmatic, semantic, and discourse
knowledge” (Alter 1997, p. 4). Compared to Kempelen and Dudley’s machinery,
concept-to-speech is comparatively pedestrian in its ambitions, but it delivers
tangible results, improving speech dialogue between computer-generated voices
and people. For example, concept-to-speech has more recently been deployed on
an industrial scale in Amazon’s popular Alexa assistant.®
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Dudley applied this carrier concept to an operator-controlled voice machine called
the Voder (Voice Operation Demonstrator). The Voder produced a carrier wave
with a buzzer-like sound for the voiced, and a hiss-like sound for unvoiced sounds.
The Voder had a bank of 10 pre-defined band pass filters covering (most of) the
spectrum of human speech. All these filters receive input from the noise source
or the relaxation oscillator (the buzz source). The operator selects between these
two input sources (carriers) with a wrist bar and controls the pitch of the input with
a foot pedal. A keyboard acts as a controller on the filters, reducing or increasing
the contribution of any one of them (see Fig. 2). Together with a quiet key, these
components allowed an operator to play the device and generate sounds using
different pitches and inflections that could be recognized as speech.

The Voder was not easy to utilize. Multiple operators had to train for over a year to
be able to produce only a few simple utterances (Guernsey 2001). Just as Kempelen
toured his machine to impress the crowds, Dudley’s Voder was prominently featured
at New York World Fair of 1939. Tellingly, that World Fair exhibited another main
attraction capable of otherworldly speech, namely the robot Elektro (Marsh 2018).
Elektro was a two-meter-tall humanoid robot that could walk upon spoken command,
responding to the pattern of sounds from an operator - but not the content of the
message. Moreover, Elektro could speak several hundred words prerecorded on a
record player and differentiate between red and green colors with the help of a
photoelectric camera eye. For these reasons, including the fact that Elektro would
also smoke a cigarette, the robot’s live performances captivated the World Fair’'s
audience.

4 Speech Synthesis and Linguistics

Dudley’s approach relied on the emulation of spectral patterns of human speech.
The next steps in the history of speech synthesis required a more abstract
approach - an approach that was simultaneously grounded in the theory of signal
processing, guided by models of the vocal tract and Dudley’s results, and informed
by the insights of linguistics research, a field that hitherto was not a formal part of
the synthetic speech research landscape.

Linguistics describes languages in generative terms with the goal of specifying
rules for the generation of legitimate sentences through an abstract representation.
Moreover, linguists represent spoken language using discrete elements, like
language specific phonemes with particular features such as labial and nasal
characteristics (Klatt 1987). Particular rules are then devised to explain when
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Fig. 3: Speech synthesis from text; diagram of the processing pipeline including text analysis,
linguistic analysis and sound generation.

words change pronunciation in some sentence contexts (and not in others). These
language specific rules - formalized in the text analyzer and linguistic analyzer -
encode how a sequence of letters is transformed into a sequence of sound primitives
that a waveform generator then assembles to an audible output (see Fig. 3). This
rule-based approach emerged as an alternative to the more intuitive data-centric
process of simply collecting a set of pre-recorded messages, and then combining
elements of those pre-recorded segments to new utterances. Over time, two main
approaches emerged to address the constraints and tradeoffs of the rule-centric vs
the data-centric approach: formant synthesis and concatenative synthesis.*

5 Formant and Concatenative Synthesis

Formant synthesis is largely rule-driven. The synthesized speech is generated
using an acoustic model and hand-crafted acoustic rules. Formant text-to-speech
(TTS) creates speech segments from written text by generating signals based on
language specific rules combined with general spectral properties of human speech.
Formant TTS uses additive synthesis under the constraints of an acoustic model
that describes the fundamental frequency, intonation, and prosody - the elements
of speech that define individual articulation including tone of voice and accent.

Formant based methods can alter many aspects of a synthetic voice, including
intonation, without relying on additional data. Because it is less dependent on data,
formant TTS is ideal for gadgets, toys and household appliances where memory
and processing power are limited. However, formant TTS is often recognizably
machinic and is prone to glitches even when producing simple words; a condition
often experienced when listening to directions uttered by formant TTS in early GPS
navigation devices, for example.

Concatenative synthesis, instead, is data-driven. It relies on high fidelity audio
recordings, from which segments are selected and combined via unit-selection
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(selection of phonemes annotated with contextual information) to form a new
speech utterance (Hunt 1996). Typically, a voice actor records several hours of
speech which are then processed into a large speaker specific database containing
linguistic units, phonemes, phrases and sentences. When speech synthesis is
initiated, a speech generator searches this database for speech units that match
those extracted from an input text, and concatenates these segments to produce
an audible output. Concatenative TTS can produce high quality audio if a large
and varied dataset has been collected. However, the approach makes it difficult to
modify the voice (i.e. switching to a different speaker, or changing the emphasis or
emotion of the speech) without recording a new database of phrases.

Both formant and concatenative TTS are in principle capable of constructing and
uttering grammatically correct speech. However, both systems struggle with prosody,
the subjective payload of speech. As such, neither approach is able to reproduce
nuanced and sophisticated aspects of emphatic or emotional human speech across
multiple languages and language use scenarios.

Despite these serious limitations, reports on lifelike synthetic speech periodically
surface. As early as 1972 researchers reported on speech synthesis results which
were so believable that listeners could not tell the difference between the synthetic
and the human version, if presented in sequence (Klatt 1987, p. 743). One can
assume that listeners in the 1970s might have been less discerning than they are
today. Tellingly, the (male) researchers already then focused on the synthesis of
male voices as they found the task of synthesizing a woman’s (or a child’s) voice
more difficult (Klatt 1987, p. 746).

6 Speech Synthesis and Deep Learning

Rule-based and data-centric synthesis are not mutually exclusive, and machine
learning in fact combines insights from both approaches. Deep learning is
machine learning implemented with large scale, multi-layer (hence deep) network
configurations, and deep learning TTS (or neural TTS) is the current preferred
paradigm for designing synthetic speech systems.

Neural networks learn patterns from data. In speech synthesis, neural networks
learn patterns from audio files. Once these patterns have been internalized in an
iterative process, neural nets can create utterances that sound like the voices they
have been exposed to. While neural TTS enables much more efficient adaptation
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Fig. 4: Sound wave (top) and Mel spectrogram (bottom) of the three second utterance “I will be
back” recorded by the author in English with a Swiss German accent. Left axis of the Mel spec-
trogram indicates frequency range normalized for human perception (pitch of equal distance
on the scale ‘sound’ equally distant from each other). Right axis indicates intensity in decibels.

to new voices, variation in speaking patterns and expressive speech, neural TTS
machinery comes - as engineering design does - with its own baggage.

Neural nets learn patterns from data in sequence in a process called training.
Training refers to the iterative reducing of the distance (error) between output scores
and the desired pattern of scores. The machine modifies its internal parameters
(weights) across the various network layers to reduce this error, evaluates the
outcome, then tries again, until the error is small. The learning algorithm computes
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a function (gradient vector) for each weight indicating how the error would change
if the weights were increased by a small value (LeCun 2015). Adjustment of the
weights then occurs in the opposite direction of that gradient result, operating in an
adaptive loop until the average value of the objective function stops decreasing. This
adjustment is the magic sauce of the learning operation.

In neural network-based speech applications, input data appear as spectrograms
created from the text. A spectrogram is a two-dimensional map of the frequencies
that make up the sound, from low to high, as well as the changes of these frequencies
over time, from left to right (see Fig. 4). Spectrograms are rich descriptors of text-
voice constructions, supplying neural nets with detailed signal data to learn from
while remaining oblivious to the messages contained in those signals.

Neural TTS systems allow for flexibility with fidelity unattainable through previous
approaches. Changing the perceived gender of a voice, as well as building speech
utterances that imitate a particular person with only a few examples of their speech
patterns become routine operations. And this flexibility is precisely what the fake
voice industry puts to nefarious use.

6.1 Tacotron

Most neural TTS systems combine two neural networks, one dedicated to translating
text to a frequency representation, and a second one that converts that output to
a synthetic voice. The basic principles of neural TTS are best described with an
example.

Tacotron (the newest version at the time of this writing is Tacotron2) is a text to
utterance generative model that synthesizes speech directly from characters. Given
<text, audio> pairs, the model can be trained from scratch and delivers realistic
results even to current discerning listeners. Tacotron is composed of two connected
neural networks. The first is a recurrent feature prediction neural network that
maps character embeddings to spectrograms. The second generates audible
waveforms from those spectrograms (see Fig. 5). The first neural network has two
main components, an encoder and a decoder. The encoder converts a character
sequence into a feature representation which the decoder consumes to predict a
spectrogram one frame at a time, capturing not only pronunciation of words, but
also various subtleties of human speech, including volume, speed and intonation
(Shen 2018). The second neural network is a WaveNet model, one that generates
raw audio waveforms. It acts as the vocoder, the component that produces the actual
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Fig. 5: Schematic diagram of the main components of Tactotron2 model with the WaveNet ele-
ment. The prediction network performs the text and linguistic analysis while the convolutional
network performs the work of waveform modelling.
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Fig. 6: Diagram of the casual convolution layers of WaveNet. After each sample is predicted as
an output, it is fed back into the network as part of the input stream to predict the next sample
(dashed arrow from top to bottom right most dot). This allows the receptive field to grow and
cover continuous time-stepped inputs of a speech act. After Oord 2016.

sound not unlike the Dudley apparatus described above. However, this vocoder is
trained iteratively on the spectrogram data produced from the first neural network.
WaveNet ensures that the ordering of the time series audio data is preserved in the
learning process. The model’s predictions unfold sequentially: after each sample is
predicted, it is fed back into the network (Oord 2016) to predict the next sample (see
Fig. 6). This approach provides a high degree of flexibility. If one trains WaveNet on
American English, it produces American English speech, if you train it on German,
it produces German. As such, WaveNet is a universal speech engine; it models
spoken language through its neural logic dynamics, absorbing whatever sound
patterns it is subject to during training. However, it cannot discern whether parts of
the sound landscape are relevant or not, leading to instances in which background
sounds from the room in which recordings occurred were imitated (House 2017).
As a neural learning machine, WaveNet is completely dependent on its training
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data yet it creates from this assemblage a new form of acoustic knowledge (House
2017, p. 20). Once trained, WaveNet’'s knowledge is stored in the parameters of its
model, which can be tuned to control the characteristics of a speech act, making the
WaveNet architecture an ideal candidate for voice cloning as described below.

Neural TTS has markedly reduced the difference between machine-generated and
human produced speech, and most major global IT companies including Nvidia
(WaveGlow), Deepmind (WaveNet), Mozilla (LPCNet) and Baidu (DeepVoice) have
developed proprietary neural TTS systems. Voice-based interaction is big business.

7 Living with Fake Voices

Early TTS, both of the formant and concatenative variety, have been deployed in a
plethora of gadgets, appliances, and navigation aids, creating a vibrant ecology of
first-generation fake voices. There was little opposition to the expanding collection of
these early computer voices as their reach was limited. In fact, system imperfections
made them quirky yet recognizable as non-human. As such they allowed human
beings to navigate TTS-infused interaction events with call center agents and robot
bank tellers. Deviations from the baseline of human naturalness served as a form
of auditory landmarks that formed demarcation points between service robots and
humans. Those not-quite-real synthetic voices were well-defined as non-human,
non-threatening additions to a world ruled by human beings. Neural TTS changes
this condition because of almost undetectable deviations from human speech, and
because of the scale at which neural TTS is deployed; from personal mobile phones
to platform products, all computer systems now support voice interaction. Neural
TTS can even emulate bodily speech features such as lip smacking,® reintroducing a
window onto materiality previously obscured, and suggesting believably that a living,
breathing body is in fact producing its speech acts. As such, neural TTS destabilizes
established frameworks that allow humans to identify computers in action and
introduces new flavors of uncanniness into computer interaction.

7.1 Depressed Voice Talent

It is maybe not without irony that state-of-the-neural-art voice synthesis systems
require copious amounts of data to achieve their superior performance. And this
data comes invariably from real people, acting as voice talent in the parlance of
the speech industry. The term voice talent heralds from the performing arts and
radio production in which the significance of a well-balanced and articulate voice
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was long appreciated. Clarity of pronunciation and clear articulation are equally
significant for voice synthesis, and so performing arts voice talents delivered the first
set of voices to the fake voice industry. Siri’s US voice is based on the voice of voice
performer Susan Bennett, and the voice of Cortana is based on Jen Taylor’s.® Siri
was originally conceived as an ‘assistant’ but has left those humble origins behind
and has been integrated into popular culture through appearances in television
shows. The voice itself has become a household name and a pop star, despite
having no physical connection to the human being who sourced its famous sound.
So pervasive is the pull of Siri as a cultural phenomenon that the originating human,
Mrs. Bennett, became in turn accidentally famous and a popular speaker reporting
on “what it is like to be the person behind Siri”". The relationship between synthetic
voices and their human sources is a fragile one, with some voice actors reporting a
sense of disappointment and sadness after being replaced and updated by a more
fashionable voice (cf. note 6).

While synthetic voices now sound largely realistic, the social realities they represent
have remained stubbornly conservative. The Matthews, Johns, Kendras and Sandras
of the speech industry suggest an identity binarized world, and the voice flavors
remain strictly either male or female. Moreover, the majority of voices designed
for assistant tasks are female or female by default (UNESCO 2019). Before this
biased voice landscape was recognized as problematic by industry, artists, including
the author of this text, investigated pathways by which to probe the language
normalization in synthetic voice design, including the construction of immigrant
accented language (Bohlen 2008).

Only recently, the synthetic voice industry has responded to gender fluidity in the
construction of an appropriate synthetic voice. Sam is the world’s first comprehensive
non-binary voice product.® Sam differs from previous gender-neutral voice products
such as Q° that attempt to avoid gender specific characteristics altogether and
appear genderless, in that it combines prosody features from both male and female
voices to a voice product that sounds like a man and a woman. Sam is marketed
specifically to industry products seeking to resonate with the transgender or gender
non-conforming community (cf. note 8). In fact, the newfound flexibility in voice
product fine-tuning allows to design voices sounding in any manner one might
desire; with the technological hurdles removed, voice developers explore the edges
of voice design and have recently arrived at two strange places, to wit voice cloning
and deep fakes.
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Fig. 7: An individual’'s unique voice characteristics are added to a neural TTS system via
speaker embedding. After Jia 2019.

7.2 Voice Cloning

Voice cloning creates a synthetic voice of a specific (living or dead) human being.
The unique tonal characteristics of a living person’s voice can be captured through
recording samples and transferred as speaker embeddings (see Fig. 7) into a neural
TTS system. As such, voice cloning relies on a listening operation before it becomes
a speaking machine.

Voice cloning extracts the salient features of a speaker’s voice from a reference
audio utterance in order to create the speaker embedding, paying no attention to the
meaning in the utterances and collecting only characteristics such as pitch, accent
and tone.

The speaker embedding information is combined with the phoneme sequence, and
the vocoder generates from this combination a voice with the auditory features of
the specific speaker, in other words the cloned voice. The neural magic learning
sauce that fine-tunes how closely the voice sounds to the original recording occurs
by comparing the (spectrogram of the) original recording with the spectrogram
created by the decoder, and iterating through the